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Central idea: DFT reaches 
higher cognition by combining 

1 Space: fields representation low-
dimensional features spaces 

2 Dynamics: inducing selective peaks through 
the instabilities … 

3 Coupling fields that span different low-
dimensional feature spaces 

(4 Autonomous sequence generation)
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we covered 1+2

we will cover 
3 later



Background: different notions of binding

Joint representations and coupling patterns 

Binding through space/ordinal dimension

Coordinate transforms

Roadmap Foundations 2: Space-time coupling



Intuition for “binding”

Figure 4.3: The 30 objects which the system learned and was tested on.
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Figure 4.4: The 9 poses used during learning. The poses used in the order indicated by
the inset number. At each of the poses all objects are recognized one after the other.
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Binding

classical notion: features shape, color, 
orientation, and location are all “bound” 
together.. 



Binding within objects

notion that features of 
an object are bound… 

(could be also simply 
due to the fact that 
objects are localized, so 
features are bound to a 
location)
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Figure 5.22: Mean relative error per pose. The plot shows the average over all objects
at the nine different testing poses.

Figure 5.23: Two objects, that touch in the image. The images show examples of test
scenes.
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Figure 5.24: Recognition performance for two objects that touch in the image. The
first trial is autonomous and the second trial so done with the location being specified.
The test is repeated for different numbers of objects in the object database.

The amount of visibility is varied according to the complete scene rather than

91

the round object is blue

[Faubel, 2008]



Binding to categories

the “S” is green

[Chapter 5, DFT book 2016]

FIGURE 5.11: Multi-item trial in the multifeature model with high spatial proximity and different possible outcomes. (a) 
At the start of each trial, a cue item is presented (not shown) and the color memory field is boosted concurrently. This 
causes a peak to build there, which is retained throughout the trial and ref lects the target color. The projection to the color 
attention field activates the respective value there, which in turn biases activation in the space-color field. (b) Next, the 
test display with multiple items is presented. Each of the items is represented by one peak in each visual sensory field. The 
activation ridge from the color attention field enhances the space-color peak of the target item (the green S), causing this 
peak to determine peak position in the spatial attention field. The spatial attention peak projects back into both visual 
sensory fields, enhancing the space-shape peak at that location (and less so the peaks of close-by items). (c) Brief boosts to 
the shape memory field and the spatial read-out field force these fields to form peaks, which correspond to the shape and 
spatial response of the model, respectively. In most cases, the correct shape and location are chosen, as shown here. (d) 
In some cases, the feature-space peak of a distractor item spatially close to the target item (here, the space-shape peak of 
the yellow O) is overly enhanced by the ridge from the spatial attention field. In this case, the erroneously enhanced peak 
may prevail in determining peak position in the shape attention field and, thus, the shape response, resulting in an illusory 
conjunction. Illusory conjunctions are also associated with a shift of peak position in the spatial attention field, which is 
why the location response is as well displaced toward the spatial midpoint between the involved items.



Such binding is flexible
feature combinations never seen before may 
be bound

mis-bindings may occur in “illusory 
conjunctions”
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1) scene presented, then 
removed 
2) report first the 
numbers (to generate a 
delay)
3) then report object 
features (shape, open/
closed, color)



Treisman’s Feature 
Integration Theory (FIT)

[Treisman, 1998]
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“binding through space”

combines neural notions 
(attention, feature maps) 

with information processing 
notions (files store feature 
combinations)



Binding in higher cognition: 
Vector Symbolic Architectures (VSA)

concepts represented by activation vectors: 

, , … 

, 

xJohn xMary

yLOVER yBELOVED

Figure 1. Tensor product representation of John loves Mary.

Figure 2. Methods for keeping fixed dimensionality in tensor-product representations.

2. Holographic Reduced Representations and Binary Spatter Codes

Because the dimension of the tensor product increases with each binding operation,
the size of the representation grows exponentially as more recursive embedding is per-
formed. The solution is to collapse the N ⇥ N role/filler matrix back into a length-N
vector. As shown in Figure 2, there are two ways of doing this. In Binary Spatter Cod-
ing, or BSC [15], only the elements along the main diagonal are kept, and the rest are
discarded. If bit vectors are used, this operation is the same as taking the exclusive or
(XOR) of the two vectors. In Holographic Reduced Representations, or HRR [16], the
sum of each diagonal is taken, with wraparound (circular convolution) keeping the length
of all diagonals equal. Both approaches use very large (N > 1000 elements) vectors of
random values drawn from a fixed set or interval.

Despite the size of the vectors, VSA approaches are computationally efficient, re-
quiring no costly backpropagation or other iterative algorithm, and can be done in paral-
lel. Even in a serial implementation, the BSC approach isO(N) for a vector of lengthN ,
and the HRR approach can be implemented using the Fast Fourier Transform, which is
O(N log N). The price paid is that most of the crucial operations (circular convolution,
vector addition) are a form of lossy compression that introduces noise into the represen-
tations. The introduction of noise requires that the unbinding process employ a “cleanup
memory” to restore the fillers to their original form. The cleanup memory can be imple-

[Levy, Gayler, 2008]



Binding in VSA

represent “John loves” by binding  to 

e.g. as a direct product

xJohn
yLOVER

Figure 1. Tensor product representation of John loves Mary.

Figure 2. Methods for keeping fixed dimensionality in tensor-product representations.

2. Holographic Reduced Representations and Binary Spatter Codes

Because the dimension of the tensor product increases with each binding operation,
the size of the representation grows exponentially as more recursive embedding is per-
formed. The solution is to collapse the N ⇥ N role/filler matrix back into a length-N
vector. As shown in Figure 2, there are two ways of doing this. In Binary Spatter Cod-
ing, or BSC [15], only the elements along the main diagonal are kept, and the rest are
discarded. If bit vectors are used, this operation is the same as taking the exclusive or
(XOR) of the two vectors. In Holographic Reduced Representations, or HRR [16], the
sum of each diagonal is taken, with wraparound (circular convolution) keeping the length
of all diagonals equal. Both approaches use very large (N > 1000 elements) vectors of
random values drawn from a fixed set or interval.

Despite the size of the vectors, VSA approaches are computationally efficient, re-
quiring no costly backpropagation or other iterative algorithm, and can be done in paral-
lel. Even in a serial implementation, the BSC approach isO(N) for a vector of lengthN ,
and the HRR approach can be implemented using the Fast Fourier Transform, which is
O(N log N). The price paid is that most of the crucial operations (circular convolution,
vector addition) are a form of lossy compression that introduces noise into the represen-
tations. The introduction of noise requires that the unbinding process employ a “cleanup
memory” to restore the fillers to their original form. The cleanup memory can be imple-

[Levy, Gayler, 2008]



Binding in DFT

we will consider different forms of binding

and the processes that bring these about, 
and make use of bindings

these notions are not perfectly aligned with 
the classical notions

but provide, in some cases, a neural process 
account of classical notions 



Background: different notions of binding

Joint representations and coupling patterns 

Binding through space/ordinal dimension

Coordinate transforms

Roadmap Foundations 2: Space-time coupling



Joint representations: 
“anatomical” binding

enables cognitive operations by 

coupling different fields over different low-dimensional 
spaces 

and using the dynamic instabilities to create peaks/
operate on peaks 



Joint representations of different 
feature dimensions

activation

motion directionhorizontalposition
ve

rt
ic

al
 p

os
iti

on

horizontal position

motion
direction 0

movement
direction

movement
amplitude

activation

movem
ent

direct
ion

movement
amplitude

0



Based on neurons that are tuned to 
multiple different feature dimensions

example: receptive field + direction tuning 

=> combines visual space and orientation

[Hubel, Wiesel, 1962]



Joint space-feature representation

in a joint representation, 
localized peaks represent 
instances in which the 
different features 
dimensions are 
“anatomical bound”

fixed: need the neural 
substrate every possible 
bound state

Space-Color Field
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for now: 2D field, one spatial
dimension and one color dimension

color processing in visual cortex not
fully understood, but population
code over hue values is a reasonable
simplification

qualitatively same e↵ects as in 3D
field, but easier to visualize in 2D

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 7 / 37

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Extract features: unbinding

projecting to lower-
dimensional fields by 
summing along the 
marginalized dimensions

contraction mapping 

Read-out from high-dimensional field
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fields of di↵erent dimensionality
can interact with each other

read-out of one feature
dimension: integrate over
discarded dimensions

e.g. spatial readout:

IS(x) =

Z
f (uv (x , y))dy

often additional Gaussian
convolution in read-out for
smoothness (reflects synaptic
spread in biological system)
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[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Contraction coupling
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[Sabinasz, Richter, Schöner, Cog. Neurodyn. 2023]



Bind features
project lower-dimension field onto higher-
dimensional field: expansion mapping
Ridge Inputs to Multi-Dimensional Fields
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projection from 1D to 2D: ridge input
does only specify value in one dimension, homogeneous in the other
should typically not induce a peak by itself

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 11 / 37

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Bind features

=> bind individual 
features into bound 
(joint) representations

enables the generation 
of mental maps 

[Schneegans et al.,Ch 5 of DFT Primer, 2016]

Ridge Intersections
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intersection of 1D ridges can
specify location in 2D

binding problem when multiple
items are present
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Expansion coupling 
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[Sabinasz, Richter, Schöner, Cog. Neurodyn. 2023]



Coupling patterns used later

x
y

x
y

[Sabinasz, Richter, Schöner, Cog. Neurodyn. 2023]

one-to-one mapping

patterned coupling 

x
y



Binding problem

[Schneegans et al.,Ch 5 of DFT Primer, 2016]

Feature Conjunctions and Feature Binding
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multiple ridges create additional
intersections

1D fields with multiple peaks do
not specify which features
belong together

combined representation
necessary to resolve feature
binding problem

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 13 / 37

this binding operation 
runs into the binding 
problem

solution: bind one 
object at a time 

=> attentional 
bottleneck



Cued selection

an operation that 
uses joint and 
individual 
representations 

combining expansion 
and contraction

[Schneegans et al.,Ch 5 of DFT Primer, 2016]

Visual Search
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combine top-down feature input
(1D) with bottom-up localized
input (2D)

read out spatial position of
matching item
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Role-filler binding

in relational/action phrases, concepts appear in roles: 

e.g. target, reference, agent, tool, …  

target reference

“green object to the right of red object’’

[Sabinasz, Richter, Schöner: Cog Neurodyn 2023]



referencetarget

spatial relation match

ABOVE

BELOW

LEFT

RIGHT

target reference

“green to the right of red’’

3.3 Spatial transformations

(a) camera input

(b) spatial relation CoS field

(c) spatial relation CoD field

F .: Activation of the (b) spatial rela-
tion CoS field and the (c) spatial relation CoD
field. Both fields receive input representing
the relative spatial position of two objects, visi-
ble as bumps of activation to the left and right
of the center of the plots. Only the object on
the left overlaps with the spatial template 
   in the spatial relation CoS field.
If this objects was not in the scene, the bump
on the right would form a peak in the spatial
relation CoD field.

dimensions x and y.
Both fields match the input against spatial templates that repre-

sent relational concepts such as  or     (Fig-
ure 3.9). If the spatial relation CoS field forms a peak during such
a match, the model converged on a combination of target and ref-
erence object that fits a given or existing relation. e field is se-
lective and thus only allows for a single object to match any of the
relational templates. If the spatial relation CoD field forms a peak,
on the other hand, the current combination of target object and ref-
erence object candidates does not fit the relation. is triggers that
the process of matching objects against spatial relations is repeated
with a new target object. is mechanism is part of the process
organization system and will be explained in Section 3.5.

e spatial relation CoS field with activation uScs follows the
differential equation
τ Scsu̇Scs(x, y, t) =− uScs(x, y, t) + hScs + wξ · ξScs(x, y, t)

+ [kScs,Scs ∗ g(uScs)](x, y, t)

+

∫∫
dφ′dr′ ARD(φ′, r′, t)

BRD(φ− φ′, r − r′, t)

+
∑

i=1,...,NR

WRi(x, y) · g(uSPi(t))

+ wScs,SRI g(uSRI(t))
− wScs,SR g(uSR(t)),

(3.28)

where the third and fourth line formalize the steerable neural map-
ping, which is implemented as a convolution between

ARD(φ, r, t) = [kRC ∗ g(uRC)](x, y, t), (3.29)
the output of the relational candidates field (uRC), convolved with
a Gaussian kernel (kRC) and converted to polar coordinates and

BRD(φ, r, t) = [kROT ∗ g(uROT)](φ, r, t), (3.30)
the output of the rotation field (uROT), convolved with a Gaussian
kernel (kROT); this field will be explained later in this section. e
fifth line of Equation 3.28 formalizes input from an array of neu-
ral nodes, u⃗SP, that represent discrete relational concepts like 
   or . e meaning of the concepts is encoded
in the connection weights W⃗R(x, y). Please note that dim(W⃗R) =
dim(u⃗SP) = NR. is will be explored in more detail in Section 3.4.
e sixth line is input from the intention node of the ‘spatial rela-
tional field process’, which is part of the process organization system
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coordinate frame 
centered on the 
reference object

patterned 
coupling

Roles are 
critical to 
perceptual 
grounding

of relations/
actions



Role-filler binding
roles: reference, target, 
agent, tool, …

“green to the right of red’’

[Sabinasz, Richter, Schöner: Cog Neurodyn 2023]

joint representation of 
roles and concepts
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target reference
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Joint representations and coupling patterns 

Binding through space/ordinal dimension

Coordinate transforms
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