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Patterns of forward connectivity 
give meaning to neural fields

how do these patterns arise?

morphogenesis… modeled by fixed connectivity

learning…  



Hebbian learning

Hebbian learning of projections 

among fields 

forward from sensory input to fields

interaction leads to localized 
rather than distributed 
representations (SOM)

dimension, x

activation, u1(x)

dimension, y

activation, u2(y)

Sandamirskaya DNFs and cognitive neuromorphic architectures

which the agent aims to achieve through contact with the envi-
ronment. For instance, “locate a red object” is a typical perceptual
intention, “turn 30 degrees to the left” is an example of a motor
intention. x is a perceptual or motor variable, which characterizes
the particular intention; S1(x, t) is an external input which acti-
vates the intention. This input may be sensory (condition of initi-
ation) or motivational (task input) (Sandamirskaya et al., 2011).
uCoS(y, t) is the condition-of-satisfaction DNF, which receives a
localized input from the intention DNF through a neuronal map-
ping W(x, y) (as introduced in Section 2.3). This input makes
the CoS DNF sensitive to a particular part of the sensory input,
S2(y, t), which is characteristic for the termination conditions of
the intended perceptual or motor act. The mapping W(x, y) may
be learned (Luciw et al., 2013). When the CoS DNF is activated,
it inhibits the intention DNF by shifting its resting level below the
threshold of the forgetting instability.

The DNF structure of an elementary behavior (EB) further
stabilizes the behavioral state of the neural system. Thus, the
intentional state of the system is kept active as long as needed to
achieve the behavioral goal. The CoS autonomously detects that
the intended action is successfully accomplished and inhibits the
intention of the EB. Extinction of the previously stabilized inten-
tion gives way to the next EB to be activated. With this dynamics,
the exact duration of an upcoming action does not need to be
represented in advance (and action durations may vary to a large
degree in real-world environments). The intentional state will
be kept active until the CoS signals that the motor action has
reached its goal. This neural-dynamic mechanism of intention-
ality enables autonomous activation and deactivation of different
modalities of a larger neuronal architecture.

Since the intention and the CoS are interconnected DNFs,
their WTA implementation may be achieved as described in
Section 2.3.

2.6. LEARNING IN DFT
The following learning mechanisms are available in the DFT
framework.

2.6.1. Memory trace of previous activity
The most basic learning mechanism in DFT is the memory trace
formation, also called preshape. The memory trace changes the
subsequent dynamics of a DNF and thus is considered an ele-
mentary form of learning. In neural terms, the memory trace
amounts to local increase in excitability of neurons, which may
be counterbalanced with homeostatic processes.

Formally, the preshape is an additional layer over the same
dimensions as the associated DNF. The preshape layer receives
input from the DNF, which is integrated into the preshape
dynamics as an attractor that is approached with a time-constant
τl/λbuild, Equation (11). This build-up constant is slower than the
time-constant of the DNF dynamics. When there is no activity in
the DNF, the preshape decays with an even slower time-constant,
τl/λdecay in Equation (11).

τlṖ(x, t) = λbuild

(
− P(x, t) + f

(
u(x, t)

))
f
(
u(x, t)

)

−λdecayP(x, t)
(

1 − f
(
u(x, t)

))
. (11)

Here, P(x, t) is the strength of the memory trace at site x of the
DNF with activity u(x, t) and output f

(
u(x, t)

)
, λbuild and λdecay

are the rates of build-up and decay of the memory trace. The
build-up of the memory trace is active on sites with a high pos-
itive output f

(
u(x, t)

)
, the decay is active on the sites with a low

output. The memory trace P(x, t) is an additive input to the DNF
dynamics.

The memory trace formation can be used to account for one-
shot learning of object categories (Faubel and Schöner, 2009),
representation of visual scenes (Zibner et al., 2011), or action
sequences (Sandamirskaya and Schoner, 2010b).

In a neuromorphic WTA implementation, the memory trace,
or preshape, may be interpreted as the strength of synaptic
connections from the DNF (or WTA), u(x, t), to a “memory”
population. This “memory” population activates the preshape
by transmitting its activation through the learned synaptic con-
nections, P(x, t). Learning of the synaptic connections amounts
to attractor dynamics [as in the first parenthesis of Equation
(11)], in which the pattern of synaptic connections approaches
the pattern of the DNF’s (WTA’s) output. This learning dynamics
may also be implemented as a simple Hebbian rule: the synap-
tic weights which connect active sites of the DNF (WTA) with
the memory population are strengthened. Another possible inter-
pretation of the preshape as a change in the resting levels of
individual nodes in the DNF (WTA) is harder to implement in
neuromorphic WTA networks.

2.6.2. Learning mappings and associations
When the memory trace dynamics is defined within a structure
with a higher dimensionality than the involved DNFs, the pre-
shape dynamics leads to learning of mappings and associations.
The dynamics of an associating map is similar to the memory
trace dynamics, Equation (12).

τẆ(x, y, t) = ϵ(t)
(

− W(x, y, t) + f (u1(x, t)) × f (u2(y, t))
)
. (12)

The weights function, W(x, y, t), which couples the DNFs u1(x, t)
and u2(y, t) in Equation (12), as well as in Equations (4, 5),
has an attractor at the intersection between positive outputs of
the DNFs u1 and u2. The intersection is computed as a sum
between the output of u1, expanded along the dimensions of the
u2, and the output of the u2, expanded in the dimensions of the
u1, augmented with a sigmoidal threshold function (this neural-
dynamic operation is denoted by the × symbol). The shunting
term ϵ(t) limits learning to time intervals when a reward-
ing situation is perceived, as exemplified in the architecture in
Section 3.

This learning mechanism is equivalent to a (reward-gated)
Hebbian learning rule: the cites of the DNFs u1 and u2 become
coupled more strongly if they happen to be active simulta-
neously when learning is facilitated by the (rewarding) sig-
nal ϵ(t). Through the DNF dynamics, which builds localized
activity peaks in the functionally relevant states, the learning
dynamics has the properties of the adaptive resonance net-
works (ART, Carpenter et al., 1991), which emphasize the
need for localization of the learning processes in time and in
space.
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[Sandamirskaya, Frontiers Neurosci 2014]



Hebbian learning

analogous to the output 
layer of DNN

=> ensembles of such 
nodes coupled inhibitorily 
form the basis for 
conceptual thinking…

activation node, u1

dimension, y

activation
field, u (y)2

learning reciprocal connections between zero-
dimensional nodes and fields 

=> grounded concepts



The memory trace

facilitatory trace of 
patterns of activation

in excitatory field: leads to 
sensitization 

in inhibitory field: leads to 
habituation

dimension, x

activation, u(x)

dimension, x

memory 
trace, umem(x)



The memory trace

dimension, x

activation, u(x)

dimension, x

memory 
trace, umem(x)

τ ·u(x, t) = − u(x, t) + h + s(x, t) + ∫ dx′￼w(x − x′￼) σ(u(x′￼, t)) + umem

τmem
·umem(x, t) = − umem(x, t) + σ(u(x, t))

τmem
·umem(x, t) = 0 if∫ dx′￼σ(u(x′￼, t)) ≈ 0



=> the memory trace reflects the 
history of detection decisions
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The memory trace suffers from 
interference
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Memory trace ~ 
first-order Hebbian learning

increases local resting level 
at activated locations

~ the bias input in NN 

boost-driven detection 
instability amplifies small 
bias => important role in 
DFT

dimension, x

activation, u(x)



The memory trace is functionally different 
from conventional Hebbian learning  

the memory trace enables the re-activation of a 
past pattern of activation even when the input 
that caused the past pattern of activation is 
absent

this is the basis for cued recall in DFT



Autonomous learning 

Learning from experience.. 

.. which requires first.. experience! 

Hypothesis; this is what learning in humans and 
other animals entails! 



Variants of autonomous learning: Adaptation

Example: adjusting gain of saccadic eye 
movements… Sandamirskaya et al 

even this “simple” form of adaptation 
requires extensive processing 
infrastructure

186 Y. Sandamirskaya and T. Storck

the saccade generator system (Figure 2), amplifying the amplitude of the burst of
the neural oscillator. Figure 4 illustrates this process.

Perceptual DNF (2D projection) Visual Target DNF

Selected gain map 
(horizontal)

Selected gain map 
(vertical)

time

time

speed hor.

speed vert.

Saccade generation circuit

Fig. 4 Circuitry to generate saccades with a precise amplitude

The gain maps are initially homogeneous – all values in them are set to ones.
When a visually perceived target appears in this state, a saccade is generated with
such an amplitude in both motors that does not bring the target object into the central
portion of the camera image (retina). Thus, the fixation system does not get engaged,
but the error estimation module is activated and estimates whether the saccade was
too long or too short (too far / to close module in Figure 1) in each of the four direc-
tion in the image: left, right, up, and down (corresponding to four direction of the
eye movements’ ‘synergies’). The learning mechanism of Equation (5) updates the
gain map at the position, which corresponds to the active region of the visual target
field and the gaze angle before the saccade. The direction of adaptation (increase
of decrease of the values in the selected region of the gain map) is defined by the
output of the error estimation module.

τl Ġh,v(x,y,k, l, t) = εh,v(t) f (uEoS(t))
(

f (um(k, l, t))× f (utar(x,y, t))
)
. (5)

Here, Gh,v(x,y,k, l, t) are two sets of gain maps (for the ‘horizontal’ and ‘vertical’
components of movement). Each of the k× l gain maps in the two sets is defined over
the dimensions of the visual target DNF, utar(x,y, t). Each set spans k× l different
initial motor states (the pan and tilt joint angles in our setup). The gains change
in the map(s), which are selected by the output of the motor DNF, f (um(k, l, t)),
at the locations, which are set by the activity peak in the target DNF. f (uEoS(t))
is the output of the end-of-saccade node, which is required to be positive (saccade
finished) for learning to become active. εh,v(t) is the error in each of the movement
components, τl is the learning rate.

Thus, after each unsuccessful saccade the gain maps are corrected slightly in
a localised region. After sufficient experience with looking at visual targets in

[Storck, Sandamirskaya, LNCS 2014]



Variants of autonomous learning: Skill
Old work in movement coordination… suggests that 
learning is change of dynamics… stabilization of new patterns

related work in multi-joint movement

[Schöner, Zanone, 
Kelso, JMB, 1992\



Variants of autonomous learning: Words

linking word representations (nodes) to features of 
objects

tracking word-feature binding across episodes of 
experiencing the word (cross-situational word learning) 

[Bhat, Spencer, Samuelson, Psych Rev 2023]

of WOLVES, highlighting several future directions for this line of
work including the tests of novel predictions.

Word-Object Learning via Visual Exploration in Space

DFT is a framework that provides an embodied, dynamic systems
approach to understanding and modeling cognitive-level processes
and their interaction with the external world via sensorimotor
systems (Schöner et al., 2016; Spencer & Schöner, 2003). DFT
has been used to test predictions about early visual processing,
attention, working memory, response selection, spatial cognition,
and word learning (Erlhagen & Schöner, 2002; Johnson, Spencer, &
Schöner, 2009; Samuelson et al., 2009, 2011; Schutte & Spencer,
2009) at behavioral and brain levels using multiple neuroscience
technologies (Bastian et al., 2003; Buss et al., 2021; Erlhagen et al.,
1999; Markounikau et al., 2010; McDowell et al., 2002). Because
learning in CSWL scenarios is directly related to these cognitive
processes, DFT offers a good framework for understanding how
these processes come together in the CSWL task.
Figure 1 shows a schematic of WOLVES. The model integrates

the –WOL model shown in green (Samuelson et al., 2011, 2013)
with a model of visual exploration in space (VES) shown in red
(Schneegans, Spencer, & Schöner, 2016). These two models share the
common elements in the overlapping shaded boxes (aspects of spatial
working memory [SWM] and a scene representation). Note that the
VES model is also an integrative model in its own right, bringing
together earlier models of the neural processes that operate in early
visual processing (Jancke et al., 1999; Markounikau et al., 2008),
models of spatial attention (Schneegans et al., 2014; Wilimzig et al.,
2006), a model of VWM (Johnson, Spencer, Luck, & Schöner, 2009;
Perone & Spencer, 2013a, 2013b), and a model of SWM (Schutte
et al., 2003; Schutte&Spencer, 2009). Thesemodels are integrated in a
way that is consistent with neural evidence for dorsal (“where” or
“how”) and ventral (“what”) pathways in the brain (Deco et al., 2004;
Hickok & Poeppel, 2004; Schneegans, Spencer, & Schöner, 2016).
To make our discussion of WOLVES as simple as possible we

first describe the architecture and functionality of the two compo-
nent models—WOL and VES—before discussing their integration.
We keep this discussion brief as these models have been presented

elsewhere (Johnson, Spencer, Luck, & Schöner, 2009; Perone &
Spencer, 2013a, 2013b; Schneegans, Spencer, & Schöner, 2016;
Samuelson et al., 2011, 2013). Readers unfamiliar with DFT may
find the primer in Appendix A to be a useful starting point.

The Word-Object Learning (WOL) Model

The core elements of the WOL model are shown in the top panel
of Figure 2; two one-dimensional (1D) dynamic fields (DFs)—word
and spatial attention (part of a SWMmodel, see Schutte & Spencer,
2009)—and two two-dimensional (2D) fields—a scene representa-
tion field (aka scene attention) and a word–feature binding field. The
final layer is the memory trace of word–feature associations which is
the primary contributor to word learning over trials.

The word field captures the representation of external word input,
that is, which word is presented to the model. Note that words in this
model are represented as abstract units (a layer of discrete nodes as
in many connectionist models) rather than as a sequence of auditory
inputs. The activation peak shown in the field (blue line) indicates
that the “dax” (arbitrarily assigned to Unit 12) has been activated in
response to input. Note that the red line indicates which unit is above
a threshold value (activation = 0). Only neurons that are above
threshold contribute to neural interactions within and between layers
(see Appendix A for overview and sigmoid function in Appendix B
for details).

Visual stimuli are input to the scene attention field. Here, each
field site is “tuned” to a particular object feature (color in Figure 2)
at a specific location in the scene (e.g., left or right in horizontal
space). Thus, each neuron in the 2D scene attention field has a
predefined tuning curve, and the neurons are arranged such that
neurons with similar tuning curves are near one another. Concretely,
neurons that “prefer” orange items on the left will be nearby neurons
that “prefer” red items on the far left. Activation in the 2D field is
captured by the color scale with “hotter” colors indicating more
intense activation. The red hot spot in the scene attention field
indicates that a peak has formed from the detection of the blue item
to the right. The scene attention field also has activation on the left
caused by the red item, but this activation profile is weaker/less
intense.
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Figure 1
Schematic of WOLVES

Note. WOLVES integrates two previous models: The Word-Object Learning (WOL; Green Box) model and the Visual
Exploration in Space (VES; Red Box) model. The VES model is also an integration of earlier models of visual processing,
including models of the neural dynamics in early visual fields, spatial attention, visual working memory (VWM) and spatial
working memory (SWM). WOLVES Word-Object Learning via Visual Exploration in Space. See the online article for the
color version of this figure.

8 BHAT, SPENCER, AND SAMUELSON



Variants of autonomous learning: Contingencies

learning regularities in the world (contingencies, 
rules) by acting on the world

an important part of development

time

σ(u)
u

activation
- 2 - 1. 5 - 1 - 0. 5 0 0. 5 1

t4t1 t2 t3

B
el

ie
fs

-4

-3

-2

-1

0

1

2

3

-4

-3

-2

-1

0

1

2

3

t1

D
es

ire

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

C
an

va
s

-1

0

1

2

3

-1

0

1

2

3

R
es

ul
t

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

C
oa

t

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

IiA
-C

ol
le

ct

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1.5

-1

-0.5

0

0.5

1

1.5

2

IiA
-A

pp
ly

B1 B2 B3 B4 B1 B2 B3 B4

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

S/
C

 
M

em
or

y
IiA

C
ol

le
ct

C
ol

le
ct

 H
ei

gh
t

S/
H

 
M

em
or

y
IiA D
riv

e
IiA

-V
is

. 
Se

ar
ch

t2

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

world space world space

world space world space

-2

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

IiA D
riv

e
C

ur
re

nt
Po

si
tio

n
C

oS
D

riv
e

t3

t4

S/
H

 P
er

c.
S/

C
 P

er
c.

IiA
-V

is
.

Se
ar

ch

-2

-1.5

-1

-0.5

0

0.5

1

1.5

world space world space

world space world space

retinal space retinal space

retinal space retinal space

t5 t6

t5

IiA
R

ea
ch

horizontal ego space horizontal ego space

di
st

an
ce

di
st

an
ce

A
rm

Po
si

tio
n

horizontal ego space horizontal ego space

di
st

an
ce

di
st

an
ce

C
oS

R
ea

ch

horizontal ego space horizontal ego space

di
st

an
ce

di
st

an
ce

Tr
an

si
en

t
D

et
ec

to
r

C
oS

D
es

ire

t6

C
am

er
a

D
es

ire

retinal space retinal spaceworld space world space

-2

-1.5

-1

-0.5

0

0.5

1

1.5

world space

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-1.5

-1

-0.5

0

0.5

1

1.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

world space

Figure 4: Activation snapshots of selected fields displaying the formation of CoS peaks during a successful painting sequence.

representing the desired goal in the center of the world space,
which does not match the currently perceived position. Once
movement causes a match between desired and perceived po-
sition, a peak emerges in the CoS field causing the termina-
tion of the drive IiA (right column).

The detection instability in the drive CoS leads to an au-
tonomous transition to the visual search IiA, which is released
from inhibition through the precondition node at t4 (left col-
umn). Ridges of searched color and height are induced in the
perception fields causing the emergence of supra-threshold
peaks at overlapping positions. (right column).

A match of height and color is detected through the vi-
sual search CoS (not shown), which leads to an autonomous
transition to the reaching IiA at t5 by forming a peak at the
perceived retinal position in the two dimensional reach IiA
field (left column). The reaching IiA is destabilized after a
successful arm movement leads to detection instability in the
reach CoS-field due to an overlap between proprioception of
the eef and the reach goal position (right column).

Snapshot t6 shows the detection of a color change in the
visual scene by the transient detector after the agent success-
fully collected the color and dispensed it on the purple cube
(left column). Activation of the dispense IiA (not shown)

changes the color of the purple cube to yellow, which forms a
supra-threshold in the transient detector at the conjunction of
left and yellow. The color of the perceived change matches
with the desired color and leads to the emergence of a peak
in the desire CoS which causes a subsequent destabilizing of
the desire to paint a cube yellow (right column).

Discussion
We present a neural dynamic architecture that endows a
robotic agent with the capability to generate intentional states
of the six major psychological modes. Self-stabilized peaks
of activation within neural populations determine the content
of an intentional state while the state’s psychological mode
is determined by how the neural population is positioned
within a neural dynamic architecture. The CoS of intentional
states is modeled through the detection-instability of dynamic
neural fields with the DoF determining under which circum-
stances the instability emerges.

The architecture is demonstrated in a toy scenario, where
the agent seeks particular perceptual states (desires), and uses
beliefs about contingencies of which paint transforms which
color into which new color, to plan sequences of action (prior
intentions) based on its current scene representation (mem-

[Tekülve, Schöner, IEEE Trans Cog Dev Sys 2022; 
Tekülve, Schöner Cog Science, in press (2024)]

DFT: an intentional 
agent acts on the 
word and gathers 
experience: later 
lecture



Variants of autonomous learning: Contingencies

learns color rules of painting from a single episode of 
this sequences of events: 

collects paint of a given color from a container (coat)

paints a canvas container 

observes result color  
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Figure 4: Activation snapshots of selected fields displaying the formation of CoS peaks during a successful painting sequence.

representing the desired goal in the center of the world space,
which does not match the currently perceived position. Once
movement causes a match between desired and perceived po-
sition, a peak emerges in the CoS field causing the termina-
tion of the drive IiA (right column).

The detection instability in the drive CoS leads to an au-
tonomous transition to the visual search IiA, which is released
from inhibition through the precondition node at t4 (left col-
umn). Ridges of searched color and height are induced in the
perception fields causing the emergence of supra-threshold
peaks at overlapping positions. (right column).

A match of height and color is detected through the vi-
sual search CoS (not shown), which leads to an autonomous
transition to the reaching IiA at t5 by forming a peak at the
perceived retinal position in the two dimensional reach IiA
field (left column). The reaching IiA is destabilized after a
successful arm movement leads to detection instability in the
reach CoS-field due to an overlap between proprioception of
the eef and the reach goal position (right column).

Snapshot t6 shows the detection of a color change in the
visual scene by the transient detector after the agent success-
fully collected the color and dispensed it on the purple cube
(left column). Activation of the dispense IiA (not shown)

changes the color of the purple cube to yellow, which forms a
supra-threshold in the transient detector at the conjunction of
left and yellow. The color of the perceived change matches
with the desired color and leads to the emergence of a peak
in the desire CoS which causes a subsequent destabilizing of
the desire to paint a cube yellow (right column).

Discussion
We present a neural dynamic architecture that endows a
robotic agent with the capability to generate intentional states
of the six major psychological modes. Self-stabilized peaks
of activation within neural populations determine the content
of an intentional state while the state’s psychological mode
is determined by how the neural population is positioned
within a neural dynamic architecture. The CoS of intentional
states is modeled through the detection-instability of dynamic
neural fields with the DoF determining under which circum-
stances the instability emerges.

The architecture is demonstrated in a toy scenario, where
the agent seeks particular perceptual states (desires), and uses
beliefs about contingencies of which paint transforms which
color into which new color, to plan sequences of action (prior
intentions) based on its current scene representation (mem-
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Variants of autonomous learning: Contingencies

that learned contingency is represented as a “belief” in a 
network 
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Belief network
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Belief and concept/role nodes
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Grounding of the concept nodes
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Coat color detected
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Autonomous learning

act while aiming to learn (~task)

recognize an opportunity for learning (~reward)

map current experience to prior experience to 
update learning 

capacity to activation learned patterns ~ nodes 
~enables that activation



Conclusion

DFT is absolutely open to learning… 

in fact, it’s strength is access to autonomous 
learning!

most “NN learning” is not autonomous (and 
not learning) 

autonomous learning is hard and yet poorly 
understood  


