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Recall…



Spaces arise through connectivity
from sensory surfaces / to motor 
surfaces
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=> mental states are localized in these 
low-dimensional spaces

~ Gärdenfors
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Neural dynamics

activation u ~ 
population level 
membrane potential

defined relative to 
sigmoid

above threshold: 
transmitted

below threshold: not 
transmitted 

time, t

u(x,t)

resting level, h

σ(u(x,t))

input, s(x,t)

τ ·u(x, t) = − u(x, t) + h + s(x, t)

1

0

σ(u)

u



Neural dynamics with strong 
interaction 

strong recurrent 
connectivity within 
populations 

excitatory for neighbors 
in space

inhibitory for activation 
at a spatial distance

dimension

inhibitory interaction

input

activation field

local excitation

τ ·u(x, t) = − u(x, t) + h + s(x, t)

+∫ w(x − x′ )σ(u(x′ , t))dx′ 

interaction



Attractors and their instabilities

input driven solution (sub-
threshold) 

self-stabilized solution 
(peak, supra-threshold)

selection / selection 
instability 

working memory / 
memory instability 

boost-driven detection 
instability

detection 
instability

reverse
detection 
instability

Noise is critical
near instabilities



Goal: understanding the neural 
dynamics of fields more deeply
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Analysis for discrete activation 
variables

self-
excitation

mutual
inhibition

s(x)
u(x)

u1 u2

x

s1
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self-
excitation
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Excitatory interaction = 
self-excitation

a minimally recurrent network

illustrates that “time” is 
conceptually necessary to 
understand these: 

some inputs are outputs from the same 
neuron/population …

=> not possible to frame as input-ouput 
systems 

solution: time: past outputs are current  
inputs

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

s(t)

c σ(u(t))

σ(u(t))



u 

du/dt 

resting
level, h

nonlinear dynamics!

Neuronal dynamics 
with self-excitation

du/dt

u

resting level

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))



u 

du/dt 

resting
level, h

input strength

varying input

=> number of 
attractors changes

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

Neuronal dynamics 
with self-excitation



at intermediate input 
levels: bistable 
dynamics

“on” vs “off” state

u

du/dt

time, t

u(t)<0

u(t)>0

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

“off” “on”

Neuronal dynamics 
with self-excitation



increasing input 
strength => 
detection instability

u 

du/dt 

resting
level, h

input strength

u 

du/dt 

 

fixed point

unstable

stable
stimulus
strength

stimulus
strength

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

Neuronal dynamics 
with self-excitation



decreasing input 
strength => reverse 
detection instability

u 

du/dt 

resting
level, h

input strength

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

u 

du/dt 

 

fixed point 

unstable

stable 

stimulus
strength

stimulus
strength

Neuronal dynamics 
with self-excitation



the detection and its  
reverse create events at 
discrete times from 
time-continuous changes

time, t

u(t)

detection 
instability

reverse
detection 
instability

τ ·u(t) = − u(t) + h + s(t) + c σ(u(t))

Neuronal dynamics 
with self-excitation
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Inhibitory interaction: inhibitory 
recurrent connectivity

τ ·u1(t) = − u1(t) + h + s1(t) − c12σ(u2(t))
τ ·u2(t) = − u2(t) + h + s2(t) − c21σ(u1(t))

coupling/interaction

self-
excitation

mutual
inhibition

s(x)
u(x)

u1 u2

x

s1
s2

self-
excitation



two possible attractor stats

 and 

 and 

=> competition/selection 

u2 > 0 u1 < 0

u2 < 0 u1 > 0

τ ·u1(t) = − u1(t) + h + s1(t) − c12σ(u2(t))
τ ·u2(t) = − u2(t) + h + s2(t) − c21σ(u1(t))

Inhibitory coupling



to visualize, assume that 
 has been activated by 

input to a positive level

=> it inhibits 

u2

u1

u1

h+s1

du1/dt

u2

h+s2

inhibition
from u2

du2/dt

h+s1-c12

τ ·u1(t) = − u1(t) + h + s1(t) − c12σ(u2(t))
τ ·u2(t) = − u2(t) + h + s2(t) − c21σ(u1(t))

Inhibitory coupling



symmetry: same logic if  was initially 
activated it would prevent  from 
activating

=> bistable selection of either  or  

u1
u2

u1 u2

τ ·u1(t) = − u1(t) + h + s1(t) − c12σ(u2(t))
τ ·u2(t) = − u2(t) + h + s2(t) − c21σ(u1(t))

Inhibitory coupling



asymmetric case: e.g. more 
input to  (better “match”) => 
faster increase =>  selected

=> input advantage => time 
advantage => competitive 
advantage

u2
u2 u1

h+s1

du1/dt

u2

h+s2

inhibition
from u2

du2/dt

h+s1-c12

τ ·u1(t) = − u1(t) + h + s1(t) − c12σ(u2(t))
τ ·u2(t) = − u2(t) + h + s2(t) − c21σ(u1(t))

Inhibitory coupling
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Mathematical formalization
σ(u)

u

x�x�

�(x�x�)

τ ·u(x, t) = − u(x, t) + h + s(x, t) + ∫ dx′ w(x − x′ ) σ(u(x′ ))

w(x − x′ ) = wexce
− (x − x′ )2

2σ2 − winh

dimension

global inhibition

input

activation field

local excitation

kernel: local excitatory interaction/
global inhibitory interaction 



Mathematical formalization
Amari equation

⌧ u̇(x, t) = �u(x, t) + h + S(x, t) +
Z

w(x� x0)�(u(x0, t)) dx0

where

• time scale is ⌧

• resting level is h < 0

• input is S(x, t)

• interaction kernel is

w(x� x0) = wi + we exp

"

�(x� x0)2

2�2
i

#

• sigmoidal nonlinearity is

�(u) =
1

1 + exp[��(u� u0)]

1



Interaction: convolution

 116 

! ∗ ! ! !! = ! !! − !! ! ! !!
!!!!!

!!!!!
!!!!!!!!!!(B2.2) 

where ! = (! − 1)/2 is the half-width of the kernel. The sum extends to indices outside the 

original range of the field (e.g., for m=0 at ! = −!). But that doesn’t cause problems because we 

extended the range of the field as shown in Figure 2.18.  

Note again that to determine the interaction effects for the whole field, this computation 

has to be repeated for each point !!. In COSIVINA all these problems have been solved for you, 

so you don’t need to worry about figuring out the indices in Equations like B2.2 ever again!  

[End Box 2.1] 

 
Figure 2.18 Top: The supra-threshold activation, !(!(!!)), of a field is shown over a finite range (from 0 to 180 deg). 
Second from top: The field is expanded to twice that range by attaching the left half of the field on the right and the right 
half on the left, imposing periodic boundary conditions. Third from top: The kernel has the same size as the original field 
and is plotted here centered on one particular field location, ! = !" deg. Bottom: The matching portions of supra-
threshold field (red line) and kernel (blue line) are plotted on top of each other. Multiplying the values of these two 
functions at every location returns the black line. The integral over the finite range of the function shown in black is the 
value of the convolution at the location ! = !". 
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Neural dynamic nodes

sets of discrete activation 
variables as “nodes”

self-excitatory: “on” vs “off” states, 
detection instability, sustained activation

all nodes coupled inhibitorily: selection

=> discretely sampled fields



Field dynamics in 
different dimensions

2-dimensional1-dimensional

1, 2, 3, 4… dimensions: peaks/
blobs as attractors 

3-dimensional
Visual search and working memory: theory and experiment 15

size
orientation

color

x

y

Scene

Fig. 6 The feature extraction pathway in illustrated in the blown up portion on the left and bottom. The pathway is

positioned within the complete neural dynamic architecture. See text for an explanation.

From the scene space/feature maps input is generated into a single central salience map, represented

by the scene spatial salience field. That input is obtained by integrating along each feature dimension

within each space-feature field (conspicuity) and summing across the three conspicuity representations.

3.2 Attentional selection

Visual cognition always entails attentional selection decisions. Figure 7 highlights the sub-system of the

neural dynamic architecture that generates such selection decisions.

Central is the scene spatial selection field that represents the localization of spatial attention. It re-

ceives multi-peak input from the salience field and singles out the most salient location by being in the

dynamic regime of selection, in which a single supra-threshold peak may be stable at any moment in

time. The selection decision is biased toward previously unattended positions by additional input from

the inhibition of return memory trace, which reflects the recent history of activation of the scene spatial

selection field. The self-sustained spatial working memory field reinforces that e↵ect, but its representa-

Case Study: Spatial Remapping during Saccades
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