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Space: fields

activation in neural populations carries 
functional meaning

activation:  where  spans low-
dimensional spaces

u(x, t) x

[Schöner TopiCS 2019]



Where do the spaces come from?
connectivity from sensory surfaces / 
to motor surfaces

sensory signal, s(x)

dimension, y

dimension, x

activation
field, u(y) motor 

dimension, r

activation
field, u(r)

motor
state, r

dr/dt

sensory signal, s(x)

dimension, x

activation 
node, u

feature space concept

motor space



Neural fields

forward connectivity 
from the sensory surface 
extracts perceptual 
feature dimensions

sensory signal, s(x)

dimension, y

dimension, x

activation
field, u(y)



Neural fields

as described by tuning 
curves or receptive fields

sensory signal, s(x)

tuning curve

dimension, y

dimension, x

activation
field, u(y)
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interactions effects. In Chapter  2, we described 
how such interactions bring about the activation 
dynamics in DFs that form peaks and create deci-
sions. Here we will show that lateral interactions 
in DFs are consistent with empirical data and can 
account for the observed activation patterns in 
the visual cortex. In this context, we will present 
an extension of the basic DF model, the two-layer 
field. The two-layer field ref lects more closely the 
biological connectivity within neural populations 
and is particularly aimed at capturing the tempo-
ral details of population dynamics. With this tool, 
we can also demonstrate how to fit activation pat-
terns for the preparation of reach movements in the 
motor cortex with a DF model.

The analysis method of DPA plays a key role in 
all of this by bringing empirically measured popu-
lation responses into the same format used in DF 
models. This makes it possible to directly compare 
activation patterns in DF models with neural data. 
In particular, this method allows us to make test-
able predictions from DF models about activation 
patterns in biological neural populations. The DPA 
method thereby provides the neural grounding for 
the dynamic field theory (DFT), establishing a 
direct link between the level of neural activity and 
DF models of behavior and cognition.

L I N K I NG  N E U R A L  AC T I VAT ION 
T O   P E RC E P T ION,  C O G N I T ION, 
A N D  BE H AV IOR
This section concerns the link between neuro-
physiology and things that actually matter to liv-
ing, behaving biological agents like you and me. Is 
this apple green or red? Where do I  have to move 
my hand to grab it? Some aspect of neural activation 
must ref lect the state of affairs on this macroscopic 
level—the level of perceptual decisions, cogni-
tive states, and overt behavior. As presented in the 
introduction, we believe that this role is played by 
patterns of activation in neural populations. To sub-
stantiate this claim, we need to take a brief detour to 
the realm of single neurons, and then work our way 
up to population-based representations.

To determine the link between the activity of 
a single neuron and external conditions, neuro-
physiologists record the spiking of the neuron via 
a microelectrode placed near (or within) the cell 
while varying sensory or motor conditions in a 
systematic fashion. This could mean, for instance, 
varying the color or position of a visual stimulus or, 
in the motor case, varying the direction of a limb 

movement that an animal has to perform. Not all 
neurons are sensitive to all parameters, so the first 
step is to determine which parameters cause the 
neuron to change its activity level. When we find a 
parameter that reliably affects the spike rate of the 
recorded neuron, we can proceed to assessing the 
exact nature of the relationship. In order to do this, 
the parameter value is varied along the underlying 
dimension and the spike rate for each sample value 
is recorded. The results of this procedure can be 
visualized by plotting spike rate against the param-
eter dimension. An idealized function may be fitted 
to the data points, interpolating spike rate between 
sample values. The resulting curve is called the tun-
ing curve of the neuron.

This technique has revealed that, throughout 
the brain, many neurons share a roughly similar 
type of mapping between parameter dimension and 
spike rate, which is characterized by Gaussian-like 
tuning curves (Figure 3.1). That is, they fire most 
vigorously for a specific “preferred” parameter 
value, while spike rate declines with rising distance 
from that value, reaching the neuron’s activity base-
line for very distant values.

A classic example for these characteristics 
can be found in the visual cortex, where many 
cells respond strongly to bars of light of a par-
ticular orientation and reduce their firing as the 
angle of orientation deviates from that preferred 
value (Hubel & Wiesel, 1959, 1968). Visual cells 
show tuning along other feature dimensions as 
well, such as color (Conway & Tsao, 2009), shape 
(Pasupathy & Connor, 2001)  or the direction of 
motion (Britten & Newsome, 1998). Neurons in 
nonvisual areas exhibit similar properties, such 
as cells in auditory cortex that are tuned to pitch 
(Bendor & Wang, 2005), or cells in somatosensory 
cortex that are tuned to the orientation of tactile 
objects (Fitzgerald, 2006).The most common 
scheme, however, is tuning to locations in physical 
space. In sensory areas, most cells are tuned to the 
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FIGURE  3.1: Schematic illustration of an idealized 
tuning curve.
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Neural fields

=> neural map from 
sensory surface to 
feature dimension 

neglect the sampling by 
individual neurons => 
activation field

sensory signal, s(x)

dimension, y

dimension, x

activation
field, u(y)



Neural fields

analogous for projection 
onto to motor surfaces… 

which actually involves 
behavioral dynamics (e.g., 
through neural oscillators 
and peripheral reflex 
loops)

motor 
dimension, r

activation
field, u(r)

motor
state, r

dr/dt



Distribution of Population 
Activation (DPA) <=> neural field
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[Bastian, Riehle, Schöner, 2003]
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Distribution of population activation =
tuning curve * current firing rateΣ

neurons

[after Bastian, Riehle, Schöner, submitted]

note: neurons are not 
localized within DPA! 



Hypothesis: mental states are localized in 
these low-dimensional spaces

~ Gärdenfors
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Time



Neural dynamics

activation u ~ 
population level 
membrane potential

defined relative to 
sigmoid

above threshold: 
transmitted

below threshold: not 
transmitted 

time, t

u(x,t)

resting level, h

σ(u(x,t))

input, s(x,t)

τ ·u(x, t) = − u(x, t) + h + s(x, t)

1

0

σ(u)

u



Neural dynamics

activation dynamics = 
neural dynamics

originates from 
membrane dynamics

inputs as “forces”

positive: excitatory

negative: inhibitory

τ ·u(x, t) = − u(x, t) + h + s(x, t)

u(x)

h+s

input, s

resting
level, h

du(x,t)/dt



Qualitative dynamics
dynamical system: the present determines the future

fixed point = constant solution = stationary state

stable fixed point = attractor: nearby solutions 
converge to the fixed point

du/dt = f(u)

u

resting
level

vector-field
τ ·u(t) = − u(t) + h

τ ·ufp = − ufp + h = 0
⇒ ufp = h resting level

Tutorial



Neural dynamics

activation dynamics = 
neural dynamics

originates from 
membrane dynamics

inputs as “forces”

positive: excitatory

negative: inhibitory

τ ·u(x, t) = − u(x, t) + h + s(x, t)

u(x)

h+s

input, s

resting
level, h

du(x,t)/dt



Neural dynamics

input shifts the 
attractor

=> activation 
tracks this shift

=>  
transmitted to 
down-stream 
neurons

σ(u(t)) time, t

u(x,t)

resting level, h

σ(u(x,t))

input, s(x,t)

τ ·u(x, t) = − u(x, t) + h + s(x, t)
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Neural dynamics

so far: only 
transmits and 
smooths time 
courses of input time, t

u(x,t)

resting level, h

σ(u(x,t))

input, s(x,t)

τ ·u(x, t) = − u(x, t) + h + s(x, t)

1

0

σ(u)

u
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Interaction



…beyond input driven activation

strong recurrent 
connectivity within 
populations 

excitatory for neighbors 
in space

inhibitory for activation 
at a spatial distance

dimension

inhibitory interaction

input

activation field

local excitation

τ ·u(x, t) = − u(x, t) + h + s(x, t)

+∫ w(x − x′￼)σ(u(x′￼, t))dx′￼

interaction
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Instabilities

detection instability

reverse detection instability 

sustained activation 

selection 

selection instability 

boost driven detection/selection 

events and sequences

Roadmap



detection instability of sub-threshold state=> 
switch to peak 

peak persists below detection instability => 
bistable

dimension

activation peak

sub-threshold
state

input



reverse detection instability of peak 

dimension

activation peak

sub-threshold
state

input



sustained activation

~working memory



selection 

selection 
instability



detection and selection induced by homogeneous 
boost

=> amplify small inhomogeneities



detection and selection induced by homogeneous 
boost

=> peak forms that amplifies small inhomogeneities



the detection 
instability creates 
events at discrete 
moments in time 

even in response to 
time-continuous input

=> the basis of 
sequence generation 
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simulating the 
instabilities of the field 

dynamics

Tutorial

http://dynamicfieldtheory.org


Attractors and their instabilities

input driven solution (sub-
threshold) 

self-stabilized solution 
(peak, supra-threshold)

selection / selection 
instability 

working memory / 
memory instability 

boost-driven detection 
instability

detection 
instability

reverse
detection 
instability

Noise is critical
near instabilities



Instabilities

detection instability

reverse detection instability 

sustained activation 

selection 

selection instability 

boost driven detection/selection 

events and sequences

Roadmap



Dynamic regimes

which attractors and instabilities arise as 
input patterns are varied

examples

“perceptual regime”: mono-stable sub-threshold => 
bistable sub-threshold/peak => mono-table peak..

“working memory regime” bistable sub-threshold/peak 
=> mono-table peak.. without mono-stable sub-threshold

single (“selective”) vs. multi-peak regime 
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