Calibration of Visually Guided Reaching Is Driven by Error-Corrective Learning and Internal Dynamics
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The sensorimotor calibration of visually-guided reaching changes on a trial-to-trial basis in response to random shifts in the visual feedback of the hand. We show that a simple linear dynamical system is sufficient to model the dynamics of this adaptive process. In this model, an internal variable represents the current state of sensorimotor calibration. Changes in this state are driven by error feedback signals, which consist of the visually perceived reach error, the artificial shift in visual feedback, or both. Subjects correct for at least 20% of the error observed on each movement, despite being unaware of the visual shift. The state of adaptation is also driven by internal dynamics, consisting of a decay back to a baseline state and a "state noise" process. State noise includes any source of variability that directly affects the state of adaptation, such as variability in sensory feedback processing, the computations that drive learning, or the maintenance of the state. This noise is accumulated in the state across trials, creating temporal correlations in the sequence of reach errors. These correlations allow us to distinguish state noise from sensorimotor performance noise, which arises independently on each trial from random fluctuations in the sensorimotor pathway. We show that these two noise sources contribute comparably to the overall magnitude of movement variability. Finally, the dynamics of adaptation measured with random feedback shifts generalizes to the case of constant feedback shifts, allowing for a direct comparison of our results with more traditional blocked-exposure experiments.

Introduction

Subjects exhibit rapid and robust adaptation in the face of altered feedback in many simple sensorimotor tasks (Held and Gottlieb, 1958; Miles and Fuller, 1974; Welch, 1978; Optican and Robinson, 1980). When studying these forms of plasticity a fundamental question arises: How does sensory feedback drive learning? We address this problem from a psychophysical and modeling perspective using reach adaptation to shifted visual feedback. Traditionally, studies of reach adaptation have employed a blocked experimental design, where adaptation is quantified by the difference in performance on two blocks of test trials, before and after exposure to shifted feedback (e.g., Held and Gottlieb, 1958; Hay and Pick, 1966; Welch et al., 1974). This blocked design focuses only on the final effects of adaptation, and so it cannot reveal the processes that link sensory feedback in a given trial to the adaptive responses observed in subsequent trials (Nemenman, 2005; Cheng and Sabes, 2006).

Recently, a number of researchers have used analytic techniques from engineering to study the trial-by-trial dynamics of sensorimotor adaptation. These studies found that adaptation occurs rapidly, on the time scale of single trials, when a random shift was added to the visual feedback of the fingertip (Baddeley et al., 2003) or when perturbing forces were introduced during reaching (Thoroughman and Shadmehr, 2000; Scheidt et al., 2001; Donchin et al., 2003). However, subjects in these studies were aware of the experimental manipulations, either due to explicit instructions regarding the visual shift or to the presence of noticeable force perturbations. Therefore, learning likely reflected a combination of automatic sensorimotor processes and strategic cognitive approaches to the task. These two forms of learning obey very different underlying learning rules. For example, when subjects are aware of a shift in visual feedback, they are able to learn much more complex shift patterns than when they are not aware of the shift (Bedford, 1993). The goal of the present study was to quantify the trial-by-trial dynamics of the automatic processes of sensorimotor adaptation, i.e. the processes that are presumably responsible for the ongoing maintenance of sensorimotor calibration. We therefore study the adaptive responses of naive subjects to surreptitious shifts in visual feedback.

As in previous studies, we model the trial-by-trial dynamics of learning as a linear dynamical system (LDS). However, we make use of the analytic methods described in Cheng and Sabes (2006), which allows us to explore two issues that were not dealt with in earlier studies. First, instead of using least-squares regression to perform model fits, we take a more general maximum likelihood approach. This allows us to build explicit models of the sources of variability in task performance and to fit these models to experimental data. As we will show, such variability plays an important role in the dynamics of adaptation. Second, we consider multiple potential error-feedback signals and attempt to determine which of these signals drive learning.

This study focused on the sequence of reach errors i-
duced by a sequence of visual feedback shifts. We view these errors as a reflection of the underlying state of reach adaptation. By using a random, time-varying sequence of feedback shifts, we obtained a statistically rich sequence of reach errors that was modeled as an LDS (Cheng and Sabes, 2006). We found that this class of models is sufficient to describe the adaptation dynamics: the LDS model captures both the changes in the mean reach endpoint as well as the temporal correlations between these errors and the visual shift.

We draw several conclusions from the resulting model of adaptation dynamics. First, significant adaptation to visual feedback shifts occurs on single trials. Second, we explicitly measure the internal dynamics of adaptation and show that the state of adaptation decays over time. Third, a significant source of movement variability is an internal state noise which directly affects the state of adaptation, and therefore accumulates across trials. This form of variability only indirectly affects the performance on a particular trial. We show that the state noise accounts for at least a quarter of the overall movement variability. This offers a very different perspective on the sources of movement variability.

Finally, to relate these results to previous research using the blocked experimental design, we used the model derived from stochastic feedback trials to predict the sequence of reach errors induced by blockwise-constant feedback shifts. We find that the adaptation dynamics generalizes across feedback shift conditions. We conclude that the dynamics of adaptation are not specific to the sequence of feedback shifts and that the LDS model can provide insight into the general mechanisms of reach calibration.

Materials and Methods

Experimental setup and data collection

This study was approved by the University of California, San Francisco Committee on Human Research, and subjects gave informed consent. Ten right-handed subjects (four male, six female, 18–28 years-old) with no known neurological history and normal or corrected-to-normal vision participated in this study. Subjects were naive to the purpose of the experiment and were paid for their participation.

The experiment consisted of trials in which subjects reached toward visual targets with their right arm with virtual visual feedback (Fig. 1A). Throughout each session, the right arm remained on or just above a horizontal table with direct view of the arm (and the rest of the body) occluded by a mirror and a drape. The right wrist was fixed with a brace in the neutral, pronate position, and the index finger was extended and fixed with a splint. An infrared-light-emitting diode was attached to the tip of the index finger, and its position was recorded at 200Hz with an Optotrak infrared tracking system (Northern Digital, Waterloo, Ontario). Since the subject’s hand was essentially restricted to a two-dimensional workspace, we analyzed only two components of the recorded positions: the positive x-axis points right and the positive y-axis points sagittally away from the subject.

Target positions and virtual visual feedback of the fingertip location (when it was available) were generated by a liquid crystal display projector (1024 × 768 pixels, 75 Hz) and viewed in the mirror via a rear-projection screen which was placed so that projected images appeared to lie in the plane of the table, at the vertical level of the fingertip. In some trials, the visual feedback was shifted relative to the true location of the fingertip, as described below. All subjects reported being unaware of any such feedback manipulation in a post-experiment questionnaire.

Task design

The purpose of this experiment was, first, to identify the adaptation dynamics in response to stochastic feedback shifts (STOCH-P) and, second, to compare the dynamics to those observed in trial blocks with constant feedback shift (CONST-P), the traditional paradigm for inducing adaptation.

An experimental session consisted of four repetitions of the following sequence of trial blocks: 25 transition trials (see below), 35 CONST-P trials, 10 transition trials, and 50 STOCH-P trials. Within each CONST-P trial block the feedback shift was constant, but the shift varied between the four CONST-P block. The four shifts were a random
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ordering of the four vectors with ±3 cm along both the
x- and y-axes. Transition trials with either unshifted vi-
visual feedback or no visual feedback were inserted in order
to minimize the possibility that subjects became aware
of manipulations in the visual feedback. Each CONST-P
trial block was preceded by 15 trials with unshifted feed-
back and then 10 trials without visual feedback. When a
CONST-P block followed a STOCH-P block, the shift was
ramped down to zero over the the first five of these tran-
sition trials. Each CONST-P block was also followed by
10 trials without visual feedback. In total, each session
consisted of 480 trials, with 200 STOCH-P trials and 140
CONST-P trials. An example session is shown in (Fig. 2).

Stochastic feedback-shift sequence. We expect that reach
adaptation will be driven by either the artificial shifts
in visual feedback, the resulting visually perceived reach
errors, or a combination of both. In other words, these
signals will be the “inputs” that drive changes in the state
of adaptation. To identify the trial-by-trial dynamics of
adaptation, these inputs have to be “rich” enough to ex-
cite all the modes of the dynamics (e.g. Ljung, 1999).
Feedback shifts that follow a white-noise sequence would
be ideal, especially because they decorrelate the input
sequence and the state (Cheng and Sabes, 2006). How-
ever, in pilot experiments subjects often became aware of
these shifts, creating the possibility of explicit cognitive
strategies. Therefore, we used a modified random walk
sequence of visual shifts for this study.

From one trial to the next, the shift in visual feed-
back (p, see Fig. 1B) changed incrementally by one of the
following \((x, y)\) vectors, selected with equal proba-
bility: \((0,0), (0, sy), (sx, 0), \) or \((sx, sy)/\sqrt{2}\), where \(|sx|=|sy|=5.2\) mm, and the initial sign of sx and sy were
assigned randomly at the beginning of each block. The
maximum magnitude of the feedback shift in either di-
rection was limited to ±3 cm. If the increment selected
would have caused the x or y component of the feedback
shift to exceed this range, then the sign of sx or sy, re-
spectively, was reversed (reflecting boundaries). In each
trial block, the feedback shift in the first trial was the
value used in the last preceding trial with feedback. Ex-
ample random walk sequences are shown in the STOCH-P
blocks of Fig. 2.

Reach Trials. Every trial in the experiment consisted of
reaching to a visual target. At the beginning of each of
these trials, subjects were guided to a start position
without visual feedback about either the start location
or their hand (“arrow field” technique, Sober and Sabes,
2005). Specifically, an array of \(3 \times 3\) identical arrows
appeared in a randomized position of the workspace. The
arrows corresponded to the vector from the current finger
position to the start position, with a maximal length of
9 cm. Subjects were instructed to move their finger in the
direction indicated by the orientation of the arrows until
the arrows disappear, which occurred when the fingertip
was within 5 mm of the unmarked start position. The
start position was the same for all trials and was located
a few centimeters in front of the subject, roughly along
the midline.

Subjects were required to hold the start position for a
random delay (0.5–1 s) until the reach target appeared
(an open green circle, radius 6 mm). The target location
gt was drawn randomly from a uniform distribution over
a 4 cm square centered 26 cm distally from the start loca-
tion. The appearance of the target together with an audi-
able tone were the go-signal for initiating the reach. Sub-
jects were instructed to make a single quick and smooth
movement towards the target. The trial terminated when
the velocity of the finger fell below 2 mm/s.

In order to minimize variation in movement speed
across trials, a loose timing constraint was used. The
movement duration was defined as the length of the time
interval between when the finger first moved more than
1 cm from the start location and when the tangential ve-
locity of the finger first fell below 15% of its peak value
at the end of the movement. These landmarks were chosen
to exclude effects of variable reaction time and movement
 corrections at the end of the reach. A tone was sounded
if reaches were too slow (movement duration > 500 ms)
or too fast (movement duration < 300 ms). Subjects
generally had no difficulty meeting these criteria.

Subjects received “velocity-dependent terminal feed-
back”. Visual feedback of the finger tip position appeared
only near the end of the movement, when the tangential

FIG. 2 An example trial sequence. Visual feedback shifts
(black traces) and reach errors (see key at bottom) along the
X-axis (top panel) and Y-axis (bottom panel) are shown.
Gray vertical bars mark boundaries between blocks of trial
types: STOCH-P: stochastically shifted feedback; CONST-
P: constant feedback shift; transition: trials include reaches
without visual feedback to prevent subjects from noticing on-
set of constant shift blocks and ramping down of shift after a
STOCH-P block.
finger velocity fell below 15% of the peak value, and feedback continued until the end of the trial. This arrangement satisfies two constraints. The feedback appears sufficiently late in the movement so that we are able to assess the endpoint of the initial reach before visual feedback is able to drive corrective changes. The endpoint is thus taken as a measure of the state of the reach adaptation. However, the brief period of visual feedback while the hand is still moving provides a richer feedback signal for learning than would static feedback after the completion of the movement. Feedback was in the form of a white disk, 3 mm radius, located at the fingertip or displaced by the feedback shift \( p \). Finally, subjects were instructed to correct any reach errors after completing the first reach, and trials terminated when the finger remained stationary within the target circle for 500 ms.

In some transition trials subjects received no visual feedback of their reaching arm during any part of the trial. These trials were identical to those with visual feedback, except that the target was marked by a filled green circle with radius 6 mm, providing a cue of the feedback type prior to reach initiation.

Prior to data collection subjects were given sufficient practice trials to ensure that all task constraints were met.

Data analysis and a model for the dynamics of adaptation

Velocities were determined by first order numerical differentiation of the positional data after smoothing with a 5 Hz low-pass Butterworth filter. The reach endpoint, \( f_t \), on trial \( t \) was defined as the finger position when the tangential velocity first fell below 5% of its maximum value on that trial. Typical velocity profiles were unimodal bell-shaped curves (cf. Atkeson and Hollerbach, 1985), corresponding to the primary reaching movement, followed by one or more smaller peaks due to corrective movements. In a few trials the velocity fell below 5% criterion only after the second velocity peak. In these cases visual inspection usually indicated a clear endpoint for the primary reach (velocity dip and curvature peak), however, in the rare cases where an endpoint could not be identified confidently the trial was discarded. The reach error \( e_t \) is defined as the difference between the target position \( g_t \) and the reach endpoint \( f_t \) (Fig. 1B),

\[
e_t = f_t - g_t.
\]

We use a linear dynamical systems (LDS) model to describe the adaptation dynamics (Scheidt et al., 2001; Donchin et al., 2003; Cheng and Sabes, 2006). The output of the system, \( y_t \), is a noisy readout of the internal state of the sensorimotor map, \( x_t \). Here we define \( y_t \) to be the reach error, \( e_t \). This means that the internal state of the system is defined as the mean reach error one would observe across trials if adaptation could be frozen in time. Given the limited set of reach vectors used in this experiment, the state can be described with a single two-dimensional variable. Formally we write,

\[
\text{LDS Output: } y_t = x_t + r_t,
\]

where \( r_t \) is the sensorimotor noise, or output noise, in trial \( t \), assumed to be an independent zero-mean, Gaussian random variable with a covariance matrix \( R \), i.e. \( r_t \sim N(0,R) \). We model adaptation as the trial-by-trial change in error due to sensory feedback on the preceding trial. Formally,

\[
\text{LDS Update: } x_{t+1} = Ax_t + Bu_t + q_t,
\]

where \( u_t \) are the sensory feedback variables (inputs) driving adaptation, and \( q_t \) is additive noise in the state variable, assumed to be independent, zero-mean, Gaussian with covariance \( Q \), i.e. \( q_t \sim N(0,Q) \). The term \( Bu_t \) represents error corrective learning, \( Ax_t \) represent the decay of the state of adaptation back to baseline, and \( q_t \) represents variability in these two processes. Since the spatial variables are all two-dimensional vectors, the parameters of the LDS model, \( A, B, Q \), and \( R \) are 2×2 matrices. There are no direct “feedthrough” inputs affecting \( y_t \), since terminal visual feedback prevents online visual correction and the ongoing reaches were not otherwise externally perturbed.

An important variable in the LDS model of Eqn. 1 is the feedback signal that drives adaptation, \( u_t \). Our experimental design makes the selection of candidate signals easier, since visual feedback is given only near the end of the movement, and it only represents the location of the index fingertip (Fig. 1B). Under these conditions, there are two likely candidates for the input signal: the visually perceived error \( v \) defined as the difference between the position of the visual feedback at the reach endpoint and the target position, \( e_t \equiv e_t - g_t \), and the artificial feedback shift, \( p_t \) (Fig. 1B). We also consider the reach error, \( e_t \), as a potential input signal. Note that the three error signals are linearly related: \( e_t = v_t - p_t \). Therefore, any model which includes two of these variables effectively includes the third one as well.

Given a sequence of inputs \( u_t \) and outputs \( y_t \), the maximum likelihood estimate of the model parameters \( A, B, Q \), and \( R \) are determined using an expectation-maximization algorithm (EM) (Shumway and Stoffer, 1982; Ghahramani and Hinton, 1996; Cheng and Sabes, 2006). Matlab routines for performing this analysis are freely available at http://keck.ucsf.edu/~sabes/software/. The algorithm takes into account that data was collected in separate blocks by resetting the state to an initial Gaussian distribution (with the necessary additional model parameters) at the beginning of each block. The EM algorithm is only guaranteed to converge to a local maximum of the log likelihood. In fact, however, we find that the parameter estimates were robust to running the estimation algorithm with different sets of initial values, suggesting that no local minima exist close to the identified parameter estimates.
Model comparisons and goodness-of-fit

The EM algorithm will find a maximum likelihood model for any input and output sequence. Therefore, it is important to be able to assess model performance. We begin with model selection, asking whether particular model parameters, in this case input signals, provide significant explanatory power. We then describe two approaches to quantifying whether the best-fit model is sufficient to account for important statistical features of the input-output sequences. These analyses are described in detail below.

Likelihood Ratio Test for model selection. To determine whether the inclusion of a particular input variable or other parameter provides significant explanatory power we use the generic likelihood ratio test (LRT) for maximum likelihood estimation (Stuart and Ord, 1987). Consider a model class \( M_1 \) with \( \nu_1 \) free parameters and a second model class, \( M_0 \), with a subset of free parameters, \( \nu_0 < \nu_1 \). For example, \( M_1 \) could be the model with a particular two-dimensional input variable \( u_t \), and \( M_0 \) could be the null model with no input variables. \( M_0 \) has four fewer free parameters, since it has no input weighting matrix \( B \). Given each model class, we can find the maximum likelihood model parameters and the values of likelihood they achieve, \( L_i \) for model \( M_i \). The inclusion of additional model parameters will always result in a better fit to the data, i.e., \( L_1 > L_0 \). However, under the assumption that the data come from a model in \( M_0 \), the distribution of gains in log likelihood due only to overfitting is known in the limit of large datasets:

\[
2 \log \frac{L_1}{L_0} \sim \chi^2_{\nu_1 - \nu_0}.
\]

Using this distribution, the LRT either accepts or rejects the additional parameters.

Predicting the statistics of the reach errors. The most direct approach to assessing model sufficiency would be to compare the empirical output sequence \( y_t \) with the outputs predicted from the model and the input sequence. However, the outputs depend heavily on the specific sequence of state noise terms, \( q_t \), which are not directly observable. Instead, we determine how well models are able to predict the statistics of the sequence of reach errors and its relationship to the sequence of visual shifts.

The sequence of reach errors is characterized by two measures, the variance \( \sigma^2_e \) and the autocorrelation \( \rho_e(\tau) \), which is a function of the time lag \( \tau \) at which the autocorrelation is measured. Similarly, the statistical relationship between the reach error and the visual shift vector is characterized by two measures, the covariance \( \sigma_{ep} \) and the cross-correlation function \( \rho_{ep}(\tau) \). These measures are defined as follows:

\[
\sigma^2_e = \frac{1}{T} \sum_{t=1}^{T} (e_t - \bar{e})^T (e_t - \bar{e}),
\]

\[
\rho_e(\tau) = \frac{1}{T \sigma^2_e} \sum_{t=1}^{T} (e_t - \bar{e})^T (e_{t-\tau} - \bar{e}),
\]

\[
\sigma_{ep} = \frac{1}{T} \sum_{t=1}^{T} (e_t - \bar{e})^T (p_t - \bar{p}),
\]

\[
\rho_{ep}(\tau) = \frac{1}{T \sigma_e \sigma_p} \sum_{t=1}^{T} (e_t - \bar{e})^T (p_{t-\tau} - \bar{p}),
\]

where \( T \) is the total number of trials, \( \bar{a} \) represents the mean value across trials, and \( a^T b \) represents the inner product of the vectors \( a \) and \( b \).

The statistics defined above provide a summary of the adaptive response of the reach endpoint to the shifted visual feedback. These statistics were not used explicitly when performing the maximum likelihood model fitting. Thus, if the model is able to accurately predict these statistics, then it is sufficient to capture the key elements of the response. The model predictions for these statistics are obtained using a Monte Carlo approach. Given the LDS model parameters and actual sequence of visual shifts experienced by the subject in a given trial block, we simulate a sequence of state and output variables using Eqn. 1, with state and output noise terms generated independently for each simulated trial. For each subject, we compute the desired statistics from 100 combined runs of these Monte Carlo simulations and compare the values to those obtained from the empirical data.

One-step-ahead prediction and the portmanteau test. Our second approach to assessing sufficiency is to test whether an LDS model is demonstrably insufficient to account for the second-order statistics of the sequence of reach errors. We start with the one-step-ahead predictor \( \hat{y}_t \), which is the expected value of \( y_t \) given a model and all the inputs and outputs up to trial \( t-1 \). The \( \hat{y}_t \) are obtained from the Kalman filter using the estimated model parameters (Anderson and Moore, 1979; Shumway and Stoffer, 1982). However, if the LDS model being used to predict the same dataset on which it was fit, a cross-validation procedure is used: the one-step-ahead predictions \( \hat{y}_t \) for each block of 25 trials are computed using a model fit to the dataset with that block excluded.

If the model captures the adaptation dynamics well, then the one-step-ahead prediction residuals \( y_t - \hat{y}_t \) should be free of temporal correlations, i.e., the residuals should be a white noise sequence. We can compare this null hypothesis to the alternative (significant residual correlations exist) using a portmanteau test for serial autocorrelations (Hosking, 1980). This test is based on the autocorrelations of the prediction errors at a lag of \( \tau \) trials:

\[
J_\tau = \langle (y_{t+\tau} - \hat{y}_{t+\tau}) (y_t - \hat{y}_t)' \rangle.
\]
The $m^{th}$ portmanteau statistic combines the autocorrelation at lags up to $m$ trials:

$$P_m = T^2 \sum_{\tau=1}^{m} \frac{1}{T-\tau} \text{tr} \left( J_r'J_0^{-1}J_rJ_0^{-1} \right). \quad (5)$$

Under the null hypothesis, the model captures the statistical structure of the output sequence, and so the $J_r$ and (thus) the $P_m$ should be smaller than if the model were not sufficient. In the case of no inputs to the system and in the limit of large $T$, $P_m$ is $\chi^2$ distributed under the null hypothesis (Hosking, 1980). When there are inputs to the system, as is typically the case here, the theoretical distribution of the portmanteau statistic is unknown. Therefore, we use Monte Carlo simulation to estimate the distribution of the portmanteau statistic under the LDS model, given the known sequence of feedback shifts $p_t$. First, we simulate 1000 artificial datasets, as described in the previous section. For each of these artificial datasets we compute the portmanteau statistic, $P_m$. This yields an empirical distribution of 1000 samples for $P_m$ under the assumption of the LDS model. If the portmanteau statistic calculated from the actual data is larger than the 95th percentile of this distribution, then we reject the null hypothesis and say that the model is not sufficient to account for the sequence of reach errors.

While the portmanteau test can be used for any maximum lag $m$, the statistical power of the test decreases with the lag (Davies and Newbold, 1979). On the other hand, larger lags need to be included in the portmanteau statistic to test for long-range residual auto-correlations. As a compromise, we will present the portmanteau statistic for maximum lags $m$ up to 8 trials, although no substantial differences were noted for for maximum lags up to 20 trials.

Results

We are primarily concerned with the trial-by-trial sequence of reach errors, which reflects the changing state of reach adaptation. A sequence from a typical session is shown in Fig. 2. Two salient features of these plots highlight the key elements of the the dynamics of adaptation. First, over the course of a block, the reach errors are strongly influenced by the direction of the visual feedback shift: the error appears to roughly track the inverse of the shift. This is the general pattern that is expected when subjects adapt to the shifted feedback. Second, there is considerable variability in reach error from one trial to the next trial, even when there is no time-varying feedback shift.

The goal of this work is to quantify and characterize how such error sequences arise from a combination of error corrective learning processes and the various sources of variability, including a stochastic component of the internal dynamics of adaptation. In the rest of this paper we employ the LDS model of adaptation in order to accomplish this goal.

Error Corrective Learning

We begin by determining which feedback signals, if any, drive error corrective learning. In terms of the LDS model, this means identifying the inputs that lead to a significantly better fit to the data. The three candidate inputs signals each have a corresponding LDS update (learning) equation,

$$M_v: \quad x_{t+1} = Ax_t + Bv_t + q_t$$

$$M_p: \quad x_{t+1} = Ax_t + Bp_t + q_t$$

$$M_e: \quad x_{t+1} = Ax_t + Be_t + q_t,$$  \quad (6)

that represent three classes of LDS models. Two additional model classes are also considered: the null model class,

$$M_q: \quad x_{t+1} = Ax_t + q_t,$$  \quad (7)

which has no error feedback, and the $M_{vp}$ model class, in which both $v$ and $p$ contribute to reach adaptation. Since $v, p,$ and $e$ are linearly related, $M_{vp}$ is equivalent to any model that includes at least two of the three input signals. Together, these five model classes form the hierarchy shown in Fig. 3.

We use the likelihood ratio test (LRT) to compare each pair of models that differs by the inclusion of a single variable (arrows in the hierarchy of Fig. 3). For each subject, each model class was fit to the sequence of 200 reach errors from the 4 Stoch-p trial blocks. Both the visually perceived error $v$ and the feedback shift $p$ significantly improved the fit over the null model for every subject. In contrast, including the reach error $e$ did not significantly improve the model for any subjects. These results indicate that the trial-by-trial changes in reach error are not simply the result of a random walk. Rather,
we observe an error-corrective adaptation process driven by either the visually perceived error, the feedback shift, or a combination of both.

The relative contributions of these two feedback signals could, in principle, be quantified with the LDS approach. However, there is not sufficient statistical power to accomplish this when there is a strong correlation across trials between the two signals. In our case, the visually perceived error and the feedback shift are related by the expression \( v_t = e_t + p_t \), and so we expect them to be correlated. Indeed, across subjects the mean (± std.) correlation coefficient between \( v \) and \( p \) in the STOCH-P trial blocks is 0.35 ± 0.12. It is, therefore, not surprising that while both the \( M_v \) and \( M_p \) single-input models are significant, the two-input model \( M_{vp} \) does not yield a significant improvement over either. The same qualitative results is obtained when the model selection procedure is applied to artificial data generated with the best-fit \( M_v \) or \( M_p \) model, underscoring the lack of power to quantify the relative roles of the two feedback signals. Thus, in the remainder of the paper we will analyze both the \( M_v \) and \( M_p \) model classes.

Model parameters

We next consider the maximum likelihood parameter values for the \( M_v \) and \( M_p \) model classes (Fig. 4). We will show that the learning rates are quite large, with subjects correcting for about one-third of the error feedback after each trial. We will also show that the parameters governing state decay ("forgetting"), state noise, and output noise suggest an important role for each of these processes. Finally, we will show that while the values for these latter parameters differ between the \( M_v \) and \( M_p \) model fits, the two model classes are nearly equivalent from the perspective of these datasets.

The best-fit values of the of the learning parameter, \( B \), agree quite well between the two model classes (Fig. 4). In order to interpret these \( 2 \times 2 \) matrices, we consider the first (second) eigenvalues of \( B \), which represent the maximum (minimum) fraction of the error feedback that is corrected for, depending on the direction of the error vector. The mean and standard deviation of the eigenvalues of \( B \) (and the other model parameters) are shown in Table I. They represent a per-trial correction of the respective error signals (\( v \) or \( p \)) in the range of 20-50%, across subjects, a rapid pace of learning.

The most pronounced difference between the two model fits is in the value of the "decay" parameter, \( A \). The values of \( A \) are larger for the \( M_v \) model than for the \( M_p \) model, and there is markedly greater consistency across subjects for the \( M_v \) model. The first (second) eigenvalues of \( A \) represent the maximum (minimum) fraction of the state \( x_t \) that has not decayed back to the mean by the next trial, ignoring the inputs \( u \). A value of 1 means no state decay (no forgetting), and a value of 0 means a complete reset of the state after each trial (complete forgetting). For the \( M_v \) model, the maximum eigenvalue of \( A \) is 0.97 on average, corresponding to a

<table>
<thead>
<tr>
<th></th>
<th>( M_v )</th>
<th>( M_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>([0.97\ 0.89]\ ± [0.03\ 0.09]\</td>
<td>([0.77\ 0.52]\ ± [0.13\ 0.23]\</td>
</tr>
<tr>
<td>( B )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q^2 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I Mean (± std.) eigenvalues for the LDS model parameters. Eigenvalues for each \( 2 \times 2 \) matrix parameter were sorted in descending order and then averaged across subjects. For \( Q \) and \( R \), the square-root of the eigenvalues was used, and so the parameters represent standard deviations and have units of mm. \( A \) and \( B \) are dimensionless.

FIG. 4 Maximum likelihood LDS model parameters. Best fit parameters for the \( M_v \) and \( M_p \) models. Each panel represents the values of a \( 2 \times 2 \)-matrix parameter (see label on y-axis), with values for all subjects clustered by the matrix component: \([11 \ 12]\). Bar colors correspond to subjects (\( n = 10 \)).
state-decay half-life of 23 trials (Table I). For the $M_p$ model, the eigenvalues are smaller, with a half-life for the first eigenvector of just three trials.

The parameters $Q$ and $R$ represent the state and output noise, respectively. The best-fit parameter values differ across the two model classes (Fig. 4). However, in both cases the magnitude of the state noise is comparable to that of the output noise. For example, in the $M_v$ model fit, the standard deviation of the state noise along its most variable axis (first eigenvalue) is 8.7 mm, compared to 12.3 mm for the output noise (Table I). We will return to this comparison later in the paper.

Lastly, we analyze the differences between the $M_v$ and $M_p$ model fits. It might seem odd that the models agree so closely on the learning parameter $B$, which is applied to different input signals in the two models, while they disagree on the state decay parameter $A$. Yet, these differences are expected given the relationship between the visually perceived error $v$ and the feedback shift $p$. To show this we rewrite the state update equations for the two models (Eqn. 6) using the LDS output (Eqn. 1a) and the fact that $e_t$ is the LDS output:

$$M_v: \quad x_{t+1} = A_v x_t + B_v v_t + q_t$$

$$M_p: \quad x_{t+1} = A_p x_t + B_p p_t + q_t$$

$$= A_p x_t + B_p (v_t - e_t) + q_t$$

$$= (A_p - B_p) x_t + B_p v_t - B_p p_t + q_t,$$

where subscripts have been added to the parameter variables for clarity. When the noise term $B_p p_t$ is relatively small, the two models are essentially the same if the two equalities $B_v = B_p$ and $A_v = A_p - B_p$ hold. Even if $B_p p_t$ is not small, however, that term only contributes to the effective state noise, and so these equalities should hold whenever the $M_v$ and $M_p$ models are fit to the same dataset. Indeed, the best fit values of $B$ for the two model classes are nearly identical (Fig. 4 and Table I), and across subjects the mean (± std.) value of the expression $A_v - (A_p - B_p)$ is

$$\begin{bmatrix} 0.01 & 0.00 \\ 0.00 & 0.01 \end{bmatrix} \pm \begin{bmatrix} 0.03 & 0.04 \\ 0.01 & 0.01 \end{bmatrix}.$$

This analysis shows that the $M_v$ and $M_p$ model classes are essentially equivalent, formally differing only in structure of the noise terms. Since in the following we focus on these noise terms, we will continue to present results for both model classes, as they represent endpoints in the continuum of models in which both signals contribute with varying strengths.

Model sufficiency

In the two previous sections, we showed that the visually perceived reach error and/or the visual feedback shift drive a large and significant adaptive response. Here we ask whether our LDS models of that response are sufficient, that is, whether they do “good enough a job” of explaining the trial-by-trial sequence of reach errors.

**Sample data.** Figure 5 shows the sequence of reach errors in the STOCH-P trial blocks for a single subject. In addition, this figure shows one-step-ahead model predictions for three different models, i.e. the predicted reach errors for each trial given the actual inputs and outputs up to the previous trial. The one-step-ahead predictions of the best-fit $M_v$ and $M_p$ models (Fig. 5, red and blue traces, respectively) largely overlap each other, as expected. These predictions appear to track the errors well, capturing the general trends in the data. However, two other features of these traces should be noted. First, while according to the LRT the $M_v$ and $M_p$ models fit the data significantly better than the null model, $M_\emptyset$ (black trace), the difference in the one-step-ahead predictions are rather small. This is due to the fact that the predictor is using all inputs and outputs up to a given trial to predict the output on the next trial. Second, all three models leave a large residual of unpredicted reach error in this sample dataset.

In the remainder of this section we present two approaches to assessing model sufficiency, one addressing the shortcomings of the one-step-ahead predictor and one aimed at the prediction residuals. First we determine how well the models predict the statistical relationship between the reach error and the visual shift. Unlike the one-step-ahead predictor, these predictions are made without access to the real sequence of reach errors, making them a much more stringent test of model sufficiency. Secondly, we examine the one-step-ahead residuals in or-
order to determine whether they are as good as can be expected, given the levels of state and output noise, or whether there is still some "signal" to be accounted for.

**Predicting reach error statistics.** Our first test of model sufficiency is how well a model predicts the statistical structure of the adaptive response to shifted feedback. As described in the Methods, we chose four statistical measures: the variance and autocorrelation of the reach errors and the covariance and cross-correlation between the reach errors and feedback shifts (Eqn. 3d). For each subject, we computed these measures from the empirical sequence of reach errors in the STOCH-P trial blocks. We also computed the measures from 100 combined Monte Carlo simulations of that sequence, generated from the best-fit LDS model and the true sequence of visual feedback shifts (see Methods).

We first observe that the $M_v$ and $M_p$ models provide a nearly perfect account of the reach variance and autocorrelation (Fig. 6A,B). However, the null model $M_0$ performs just as well by these measures. This result shows that the state decay $A$, state noise $Q$, and output noise $R$ parameters of the LDS are sufficient to account for the second-order statistics of the reach errors. Furthermore, it shows that the maximum likelihood fitting procedure implicitly fits these quantities.

Next we consider the relationship between the reach errors and the sequence of visual feedback shifts. For all subjects, there is a large negative covariance between these variables (Fig. 6C), as expected when subjects adapt their reach error to the visual shift. The predicted covariance under the best-fit $M_v$ and $M_p$ models are nearly identical to each other. While there is a slight downward bias (weaker correlation) in the model predictions, discussed further below, the predicted and empirical values are strongly correlated across subjects. In contrast, the null model predicts essentially no covariance between the reach error and visual shift. The $M_0$ and $M_p$ model models also provide an excellent prediction of the cross-correlation function between the sequences of reach errors and visual shifts (Fig. 6D).

The close agreement between the empirical and predicted error-shift cross-correlation functions raises the question of how sensitive a measure this is. We want to be sure that the predictions depend on the details of the model and are not, for example, dominated by the sequence of visual shifts. Therefore, we performed a sensitivity analysis to quantify how the predicted cross-correlation function depends on the model parameters. We generated Monte Carlo simulations with individual parameters altered from their actual best-fit values. The predicted cross-correlations were found to be sensitive to all four parameters, and even fairly small parameter changes can produce large discrepancies between the data and model predictions (Fig. 6E, only results for $M_v$ are shown).

**Residuals of one-step-ahead predictions.** If the one-step-ahead model predictions captured the full dynamics of adaptation, then the residual errors should have no statistical structure, i.e. they should be white noise. This can be assessed by the portmanteau test for serial autocorrelations. If significant correlations existed in the model prediction residuals, then the model would be insufficient to account for the dynamics of adaptation, and the model would be rejected. For all subjects, the one-step-ahead predictions of both the $M_v$ and the $M_p$ model leave no significant residual correlations in a cross-validation test for the STOCH-P trial blocks (portmanteau test, $p > 0.05$, max. lag $m = 8$).

These results suggest that the LDS models are sufficient to capture the trial-by-trial dynamics of adaptation. However, since the portmanteau test pools all residuals and all time-lags into a single statistic, it has relatively low statistical power. This means that more subtle model inaccuracies might not be detectable with this approach. Detecting such inaccuracies is especially important when interpreting the state and output noise terms, since model inaccuracies will appear in our model fits as additional noise. Therefore, we performed a variety of additional analyses on the model residuals, testing for violations of normality, stationarity, and model linearity. We found no significant evidence for any of these effects, as described in detail in the Appendix.

Together, these analyses suggest that the LDS models considered here are indeed sufficient to explain the dynamics of reach adaptation in the STOCH-P trial blocks.

**State noise**

The two sources of variability in the LDS model, the state noise and the output (or sensorimotor) noise, are conceptually quite different and both will contribute to the overall variability in any measure of performance. While the output noise is uncorrelated across trials, state noise is accumulated in the state and, hence, its contribution to the reach variability is correlated across trials. Given that the state noise is often overlooked in models of motor variability, we want to confirm here that the level of state noise is indeed significant.

We use the LRT to compare the $M_v$ or $M_p$ model class to a null hypothesis class with no state noise. In practice, $Q$ cannot vanish entirely, or the parameter estimation algorithm would become unstable. Hence, for the null hypothesis we use a model with the state noise covariance fixed to a negligible value ($Q = 0.1 \text{mm}^2$) relative to the output noise covariance $R$. The LRT shows that the addition of state noise significantly improves the model fit in the STOCH-P condition for both learning models and for all subjects ($M_v$: $p < 10^{-4}$; $M_p$: $p < 0.003$; $N = 10$).

We confirm this result by applying the portmanteau test to the best-fit null hypothesis model (i.e. the best model with $Q = 0.1 \text{mm}^2$). These models could not capture the temporal structure of the reach errors: the resid-
uals were significantly correlated across trials ($M_v$ rejected in 10/10 subjects, $M_p$ rejected in 7/10; $p < 0.05$, max. lag $m = 8$). These results establish that state noise contributes significantly to the trial-by-trial sequences of reach error.

Next, we assess the magnitude of the state noise by comparing it to the output noise. As a measure we choose the ratio of the largest eigenvalues of the state and output covariance matrices, $v_Q$ and $v_R$ respectively, (see also Table I):

$$k = \sqrt{v_Q/v_R}. \quad (9)$$

For all subjects, the two noise terms are on the same order of magnitude, although the output is typically larger by about a factor of two (Fig. 7, open bars). To assess the statistical significance of the ratio $k$, we compared these values to the 95% confidence values obtained by separately fitting the LDS models to each of 1000 Monte-Carlo simulations run with $Q$ reset to 0.1mm$^2$ (Fig. 7, filled bars). The $k$ ratio obtained in these simulations are quite small (Fig. 7, filled bars), significantly smaller than the values obtained from the true data. This under-scoring the conclusion that the state noise is an important feature of the data, and not an artifact of the fitting procedure.

Finally, we consider the contribution of state noise to the overall reach error variability. It is not difficult to
show that in the case of no visual feedback shift, the LDS models predict an overall reach variance of
\[
M_v : \text{Var}(e_t) = R + \sum_{s=0}^{\infty} (A + B)^s Q (A + B)^s T
+ \sum_{s=0}^{\infty} (A + B)^s B R B^T (A + B)^s T
\]
\[
M_p : \text{Var}(e_t) = R + \sum_{s=0}^{\infty} A^s Q A^s T.
\]

We computed the values of these expressions numerically from the best-fit models. We then quantify the fraction of the overall reach variability that is due to the output noise (the second term in the equations above), as opposed to the state noise (the first term). For the \( M_v \) model there is also a third term corresponding to the effects of feeding the reach error back into the LDS via the input \( v \). On average, the estimated contribution of state noise to the overall reach error variability was 23\% for the \( M_p \) model and 38\% for the \( M_v \); error feedback in \( M_v \) contributes another 7\%. Therefore, while output noise accounts for more than half of the overall reach endpoint variability, state noise represents a sizable component as well.

Adaptation Dynamics Generalizes to Constant Feedback Shift

Up to this point we have only examined the adaptation dynamics in the Stoch-P trial blocks. One concern that might arise is that the results we have found, e.g. the magnitudes of the learning rates and state noise, are specific to the stochastic sequence of feedback shifts. It is important to verify that the conclusions drawn from studies using these dynamical systems techniques will generalize to other experimental paradigms, in particular to the blocked exposure design traditionally used in studying reach adaptation. Therefore, we quantified how well LDS models that were fit to the Stoch-P data predict the results of the Const-P condition, which is similar to a blocked exposure design. We focused on predictions of the steady-state of adaptation, the statistics of the sequence of reach errors, and the residuals of the one-step-ahead model predictions.

In general, LDS models predict that adaptation should converge to a “steady state” when the input is held constant. However, due to the presence of state and output noise, there will be random fluctuations in both the state and the output even after this convergence has occurred. The LDS model predicts both the magnitude of this steady state reach error and the fluctuations around it. We compared these model predictions to values obtained from the data. The \( M_v \) and \( M_p \) models make nearly identical predictions for the steady state error magnitude, and these values correlate well with the empirical data across subjects (Fig. 8A). There is, however, a small bias: the models consistently predict a slightly smaller steady state error than what is empirically observed (mean bias is 2.7 mm for \( M_v \) and 2.8 mm for \( M_p \)). Both models make accurate predictions for the standard deviation of the reach error during the steady state (Fig. 8B).

Next, we consider how well the \( M_v \) and \( M_p \) models fit to the Stoch-P data can predict the statistics of the reach errors across the Const-P trial blocks. Both models provide a good prediction of the variance and autocorrelation of the reach errors as well as the covariance and cross-correlation between the reach errors and the sequence of visual feedback shifts (Fig. 9A-D). This generalization across tasks is not solely due to the nature of the Const-P shift sequence, as the model predictions are sensitive to the parameter values (Fig. 9E).

Finally, however, we note that the generalization is not perfect. We performed the portmanteau test for serial autocorrelations on the residuals of the one-step ahead predictors (models fit on Stoch-P data). For a minority of subjects, the models were unable to fully account for the temporal structure of the reach error sequence (\( M_v \): fits for 4/10 subjects rejected; \( M_p \): 2/10 rejected; \( p \leq 0.05 \) and max. lag \( m = 8 \)).

Taken together these comparisons suggest that the dynamics of adaptation largely generalizes from a stochastic sequence of visual shifts to a constant shift paradigm. Furthermore, the LDS model fit to the stochastic shift data are able to quantitatively predict the key features of the of the blocked exposure paradigm.

FIG. 8 Comparison of empirical and predicted steady states of adaptation. Predictions were derived from the \( M_v \) (●, solid lines) and the \( M_p \) (○, dashed lines) models fit to Stoch-P data. Empirical values were averaged over the last 10 trials of each Const-P trial block. A: Magnitude of the steady state of adaptation with a 30 cm magnitude shift along each axis. Empirical values are averages of the \( x \) and \( y \) error coordinates. The expression for model predictions is given in Cheng and Sabes (2006). Linear regression of the measured values on the model fits shown in bold lines (\( M_v \): \( R^2 = 0.52, p = 0.02; M_p \): \( R^2 = 0.50, p = 0.02 \)). B: Standard deviation of the reach error during steady state (\( \sigma^2 \) in Eqn. 3a). Model predictions come from Monte Carlo simulations (see Methods). Linear regression in bold lines (\( M_v \): \( R^2 = 0.79, p = 0.007; M_p \): \( R^2 = 0.81, p = 0.006 \)).
and between residuals and various key task variables. We hypothesize that model prediction residuals should be a white noise sequence to describe the dynamics of adaptation. If our model captures all the temporal structure in the data, the model prediction residuals should be consistent with white noise. If the residuals show significant correlations, this indicates that the model is underspecified and non-linearities in the dynamics, or non-Gaussian noise, may be present.

**Discussion**

We have shown that the trial-by-trial dynamics of reach adaptation to shifted visual feedback is well described by a simple linear dynamical system. In this model, there are two forces driving changes in the state of adaptation. Firstly, learning is driven by error corrective feedback, with the state of the system correcting for at least 20% of the error observed in the preceding movement, on average. The data presented here are consistent with two candidate error signals: the visually perceived reach error and the artificial visual shift. Secondly, adaptation is driven by the internal dynamics of learning, including a decay back to a baseline state and the accumulation of an internal “learning” or state noise. Finally, the LDS model generalizes from the case of stochastic feedback shifts to the more traditional case of constant feedback shifts.

**Sufficiency and Generalization of the LDS model**

One finding of this paper is that simple LDS models are sufficient to describe the dynamics of adaptation. If our model captured all the temporal structure in the data, the model prediction residuals should be a white noise sequence. We, therefore, analyzed the correlations among, and between residuals and various key task variables. We found no significant evidence for auto-correlations in the model residuals, non-stationarity and non-linearities in the dynamics, or non-Gaussian noise.

Yet, another indication that the LDS models are indeed capturing the dynamics of adaptation is the fact that the models generalize from stochastic to constant feedback shifts. While the bulk of our analyses support this conclusions, there are three deviations from the model predictions that should be considered. First, the predicted covariances between reach errors and feedback shift were systematically smaller than the empirical values (Fig. 6A). Second, the models predicted a slightly smaller steady-state adaptation in the Const-p condition (Fig. 8A). Third, the portmanteau test for generalization to the to the Const-p case failed for a minority of the subjects.

All three of these observations could be explained by an underestimate of about 10% to 20% in the magnitude of the learning rate $B$. The learning rate controls how much the external input affects the state of adaptation, and so a more negative $B$ would increase the covariance between reach error and feedback shift in the Stoch-p condition. In addition, the magnitude of the steady-state error in the Const-p condition depends only on the decay parameter $A$ and the learning rate $B$. Increasing the magnitude of either parameter would lead to a larger predicted steady state (Cheng and Sabes, 2006). Similarly, if the estimated magnitude of $B$ is low, there will be a persistent bias in the one-step-ahead prediction of the reach error in the Const-p trial blocks, resulting in a signifi-
cant correlation in the prediction residuals across trials. This would explain the occasional failure of the portman-
teau test for generalization to the CONST-P condition. Visual inspection confirms that predictions of CONST-P reach errors are indeed biased in the very cases for which the portmanteau test failed (data not shown). Finally, a higher learning rate (more negative $B$) would not significantly degrade the predictions of the cross-correlations between reach errors and feedback shifts (Figs. 6E and 9E).

Why might the learning rate $B$ have been underestimated? One obvious reason would be a bias in the maximum likelihood fitting procedure. However, we found no evidence for such a bias in control analyses in which we estimated the LDS parameters from artificial data generated from a known LDS (data not shown). Another possibility is that adaptation is a higher order system, i.e. subjects maintain a memory of more than just the immediately preceding input, and these older error signals also influence learning. To address this possibility, we fit the stochastic shift data with augmented models in which learning is driven by the two preceding inputs. This model yielded a significant improvement for some sub-
jects (LRT, $M_e$ 2/10 subjects, $M_p$ 6/10, with $p < 0.05$). Since both the feedback shift and the visually perceived error had sizable autocorrelations at a lag of one trial, this analysis had limited power. Therefore, it is plausible that such second order effects are present in all of our datasets. This extra source of input would explain the prediction errors described here, even in the absence of a fitting bias.

A second explanation for imperfect generalization to the constant-shift data could be the presence of multiple time-scales of reach adaptation (Smith et al., 2006). Suppose that there were two state variables that contribute to the trial-by-trial task performance, one that learns on the fast times-scales described above and one with a much slower learning rate. The effects of the slow-learning system would not be apparent when the visual feedback shift changes on a trial-by-trial basis, since its effects would average out across trials. However, when a constant feedback shift is used, the slow learning system would contribute to the state of adaptation. This contribution could account for the discrepancies we observed between the constant shift data and the model predictions.

State noise

We have found that state noise accounts for at least a quarter of the overall trial-by-trial variability in reaching, after discounting the changes due to our artificial feedback shifts. The presence of significant state noise implies that sensorimotor calibration is changing continually, even without exogenous driving inputs. This model offers a strong counterpoint to the traditional view of motor variability as arising largely from limitations in the sensory and motor peripheries (Gordon et al., 1994; Har-
riss and Wolpert, 1998; van Beers et al., 1998; Messier and Kalaska, 1990; Thoroughman and Shadmehr, 2000; Donchin et al., 2003; Osborne et al., 2005). Nega-
ting the presence of such state noise in studies of sen-
orimotor variability can lead to overestimates of those variances. Also, since state noise leads to correlations in movement variability across trials, the application of statistical models that assume independent noise across trials (e.g., Thoroughman and Shadmehr, 2000; Donchin et al., 2003) may lead to incorrect conclusions (Cheng and Sabes, 2006).

There are several potential sources for the state noise we have observed: variability could arise in the sensory processing of the error feedback signals; variability could be injected into the state during the process of adapta-
tion, i.e. as a by-product of the computations that underlie learning; or variability can be introduced in the memory or maintenance of the state across trials. In fact, it is likely that at least some of the state noise comes from each of these sources. Quantifying the relative impor-
tance of sources of variability is a direction for further research.

An alternative explanation for the apparent state noise is that our LDS models are deficient in some respect. The resulting error in the state update would then be sub-
sumed into the state noise when estimating the LDS pa-
rameters. In the Appendix, we argue that the state noise is unlikely to be due to non-linearity, non-stationarity, or non-normal noise in the true process of adaptation. Of course, those analyses would be unable to detect high-order non-linearity or rapid non-stationarity. As an extreme example, consider the case where the neural circuit that underlies adaptation is made up of a large number of deterministic, non-linear “units” that combine to ap-
proximate a linear learning rule. This circuit is deter-
mistic, but there will be many small fluctuations about the linear learning rule. While such variability may in fact be “deterministic”, from a practical perspective we may view it as “noise”.

Another model assumption that could potentially be incorrect is that there is a single process giving rise to the adaptation we study here. We tested whether mul-
tiple processes with different time scales (Smith et al., 2006) could account for the state noise. In fact, when we fit the data with a two-timescale model, the state noise was still significant for all but one subject (likelihood ra-
tio test). Furthermore, despite having many extra model parameters, the best-fit state noise in the two-timescale model was appreciably lower only in three subjects (data not shown), and even in those cases the state noise co-
variance was within the range of values found for other sub-
jects with the single-timescale model. We conclude that the existence of multiple timescales could not ac-
count for the state noise that we have observed.

The LDS models would also be deficient if they were missing a significant input signal. Two candidate signals come easily to mind. One candidate is the error feedback
from earlier trials, as discussed above. However, the estimated state noise is qualitatively unchanged when these earlier inputs are included in the model (data not shown). Another variable that we did not include in our models is actual the position of the reach target, which was drawn uniformly from a 4 cm square for each trial. However, adding the target position improved the $M_p$ model fit in only two subjects ($LRT, \alpha = 0.05$) and lowered the estimated state noise covariance only marginally.

Finally, we recall that the distinguishing difference between state and output noise in the LDS model is the fact that the state noise creates variability which is correlated across trials (a random walk), while the output noise in uncorrelated (white noise). Therefore, noise in the sensory or motor periphery would mimic state noise if it were correlated across trials (on the order of tens of seconds to minutes). While we know of no evidence for such correlations, they might exist and could account for some fraction of our observed state noise.

**Error driven learning**

One clear result from this study is that the trial-by-trial dynamics of reach adaptation are well modeled by an error corrective learning rule. Furthermore, the rate of learning is quite rapid, with an average correction in the state of at least 20% of the last error following each movement. These rapid adaptation dynamics appear to be inconsistent with slower models of learning, such as those based on Hebbian learning rules (Salinas and Abbott, 1995; Hua and Houk, 1997).

What is less clear, however, is the specific sensory signal that drives learning. We have shown that the visually perceived error and the artificial feedback shift provide equally good explanations of the trial-by-trial changes in reach performance. Indeed, the two models classes corresponding to these input signals are largely equivalent with respect to the present dataset (see Eqn. 8). From a biological perspective, however, these input signals are quite distinct. Determining the feedback shift, for example, requires a comparison between visual and other sensory modalities, while the visually perceived error can be computed entirely from retinal signals. Thus, it should be possible to design experiments using the LDS modeling approach that better distinguish between these feedback signals. For example, by using small, undetectable jumps in the target position (Magescas and Prablanc, 2006), one can dissociate the visually perceived error from a shift in visual feedback.

**The LDS model and the mechanisms of adaptation**

We have shown that the LDS model provides a concise and accurate description of the trial-by-trials dynamics of reaching. However, we do not believe that this simple class of models can capture the full complexity of sensorimotor adaptation. For example, it is well recognized that there are multiple components of prism adaptation (Harris, 1963; Welch et al., 1974; Redding and Wallace, 1988; Redding et al., 2005), and evidence for multiple learning and decay rates exists as well (Taub and Goldberg, 1973; Choe and Welch, 1974; Hata et al., 2006; Smith et al., 2006). Furthermore, multiple brain areas have been implicated in the process of prism adaptation (Baizer and Glickstein, 1974; Clower et al., 1996; Baizer et al., 1999; Kurata and Hoshi, 1999). Rather, we see these models as a powerful analytic tool for quantitatively characterizing the dynamics of adaptation in the face of artificial sensorimotor perturbations, the natural and ongoing processes of sensorimotor calibration, and the relationship between these processes. For example, some parameters, such as the state decay, showed little variance across subjects, while others, such as the learning rate, showed more variability. Understanding the forces that shape these parameter values over both the short term (i.e. due to the details of the experimental conditions) and the long term would provide valuable insight into the general mechanisms for the maintenance of accurate sensorimotor control. Finally, the tools developed here can be used not only to relate sensory feedback signals to behavior, but also to relate these psychophysical variables to the underlying patterns of neural activity.
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**APPENDIX: Analysis of model prediction errors**

In this appendix, we test for subtle inaccuracies in the best-fit models with a range of statistical tests on the one-step-ahead prediction residuals. Specifically, we ask whether the residuals are normally distributed, and whether there is evidence for non-stationarity or non-linearity in the true dynamics of learning.

**Non-Gaussian noise** The LDS models used in this paper assume that both the state noise $q_t$ and output noise $r_t$ have Gaussian distributions. Under this model, the one-step-ahead prediction errors should also be Gaussian. Deviations from normality in these prediction errors could arise in two ways: the true underlying noise processes could be non-Gaussian, or there could be inaccuracies in the model of learning dynamics. For example, if there were non-linearities or non-stationarities in the true dynamics of learning, or if we had neglected to include an important additional input signal, then we
would not necessarily expect the model residuals to look Gaussian. Therefore, we performed a test of normality on the model prediction residuals. Since subjects performed reaches in a 2-dimensional environment, the residuals are 2-component vectors. Here, and in subsequent tests, we tested each component separately for a total of 20 tests (10 subjects × 2 components). Of these 20 tests, only one showed a significant deviation from Gaussianity (Lilliefors test, \( \alpha = 0.05 \)). Even this deviation was only due to a single outlier point (Fig. 10A); without the outlier the residual component was not significantly non-Gaussian (\( p > 0.2 \)). Except for the outlier point, the normal probability plot shown in Fig. 10A is typical of that observed for other subjects. We conclude that the model residuals are normally distributed.

Non-stationarity If the true learning dynamics were non-stationary, then we would expect our stationary LDS models to fit better at some times during the experiment and worse at other times. Therefore, we plotted the residuals as a function of trial number, and looked for changes across trials. Out of 20 such plots, three showed a significant linear dependence of residual on trial number (linear regression, F-test, \( \alpha = 0.05 \)). An example of a significant effect is shown in Fig. 10B. While these effects were observed slightly more often than expected by chance (3/20 = 15%), the significant comparisons had weak correlations (\( r^2 < 0.034 \)) and were never found in both residual components of the same subject. Across subjects there are no discernible non-linear trends in the residuals, nor were there any apparent changes in the variance of the residuals across trials.

Non-linearity If the true learning dynamics were non-linear, then the LDS prediction errors would contain a component that was a deterministic function of one of the key variables driving learning. Therefore, we examined whether the model-fit residuals across trials covary with either of the key variables that influence the dynamics of learning: the visual shift and the reach error from the previous trial. Not one of the 20 comparisons showed a significant linear dependence of residual on either the previous visual shift or the previous reach error (linear regression, F-test, \( \alpha = 0.05 \)). Representative examples are shown in Figs. 10C and 10D. As in these examples, there were also no discernible non-linear relationships between the residuals and the task variables.
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