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What is memory?

The influence of past experience on present 
perception, action, or thought



Time scale and types of memory

working memory

short term memory

long term memory 

semantic memory/skill learning



Working memory

perceptual, mental, or motor states that are 
immediately available to ongoing neural 
processes… 

arise on the time scale of perceiving, 
thinking, and acting… 

have strong capacity limits… 4 to 7 “items” 

are part of processing 



Working memory

standard neural interpretation: activation 
induced by stimulation (a detection decision) 
is sustained once that input is removed 



Sustained activation

monkey in a delayed response task

neural recording from pre-frontal cortex

[Fuster 1971]



Working memory

a huge behavioral and neural literature

with ongoing debates: resource allocation, 
re-activation of working memory etc



DFT: Working memory emerges 
from the memory instability
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Time scale and types of memory

working memory

short term memory

long term memory 

semantic memory/skill learning



STM/LTM

defined by the need/capacity to “recall” the 
memory… 

cued recall

free recall 

it’s neural foundation is still actively 
researched

Hippocampus plays a role



postulate that peaks 
of activation lay 
down a memory 
trace

that conversely pre-
activates the field

DFT: the memory trace



Mathematics of the memory trace
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memory trace only evolves while activation is excited

potentially different growth and decay rates 



The memory trace reflects the 
history of decisions
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The memory trace suffers from 
interference
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Cued recall: boost + localized input

re-creates a peak at 
the location at which 
the memory trace 
pre-
activates=preshapes 
the field



Stable memory in DFT: Hebbian learning

Hebbian learning of projections 

among fields 

forward from sensory input to fields

interaction leads to localized 
rather than distributed 
representations (SOM)

dimension, x

activation, u1(x)

dimension, y

activation, u2(y)

Sandamirskaya DNFs and cognitive neuromorphic architectures

which the agent aims to achieve through contact with the envi-
ronment. For instance, “locate a red object” is a typical perceptual
intention, “turn 30 degrees to the left” is an example of a motor
intention. x is a perceptual or motor variable, which characterizes
the particular intention; S1(x, t) is an external input which acti-
vates the intention. This input may be sensory (condition of initi-
ation) or motivational (task input) (Sandamirskaya et al., 2011).
uCoS(y, t) is the condition-of-satisfaction DNF, which receives a
localized input from the intention DNF through a neuronal map-
ping W(x, y) (as introduced in Section 2.3). This input makes
the CoS DNF sensitive to a particular part of the sensory input,
S2(y, t), which is characteristic for the termination conditions of
the intended perceptual or motor act. The mapping W(x, y) may
be learned (Luciw et al., 2013). When the CoS DNF is activated,
it inhibits the intention DNF by shifting its resting level below the
threshold of the forgetting instability.

The DNF structure of an elementary behavior (EB) further
stabilizes the behavioral state of the neural system. Thus, the
intentional state of the system is kept active as long as needed to
achieve the behavioral goal. The CoS autonomously detects that
the intended action is successfully accomplished and inhibits the
intention of the EB. Extinction of the previously stabilized inten-
tion gives way to the next EB to be activated. With this dynamics,
the exact duration of an upcoming action does not need to be
represented in advance (and action durations may vary to a large
degree in real-world environments). The intentional state will
be kept active until the CoS signals that the motor action has
reached its goal. This neural-dynamic mechanism of intention-
ality enables autonomous activation and deactivation of different
modalities of a larger neuronal architecture.

Since the intention and the CoS are interconnected DNFs,
their WTA implementation may be achieved as described in
Section 2.3.

2.6. LEARNING IN DFT
The following learning mechanisms are available in the DFT
framework.

2.6.1. Memory trace of previous activity
The most basic learning mechanism in DFT is the memory trace
formation, also called preshape. The memory trace changes the
subsequent dynamics of a DNF and thus is considered an ele-
mentary form of learning. In neural terms, the memory trace
amounts to local increase in excitability of neurons, which may
be counterbalanced with homeostatic processes.

Formally, the preshape is an additional layer over the same
dimensions as the associated DNF. The preshape layer receives
input from the DNF, which is integrated into the preshape
dynamics as an attractor that is approached with a time-constant
τl/λbuild, Equation (11). This build-up constant is slower than the
time-constant of the DNF dynamics. When there is no activity in
the DNF, the preshape decays with an even slower time-constant,
τl/λdecay in Equation (11).

τlṖ(x, t) = λbuild

(
− P(x, t) + f

(
u(x, t)

))
f
(
u(x, t)

)

−λdecayP(x, t)
(

1 − f
(
u(x, t)

))
. (11)

Here, P(x, t) is the strength of the memory trace at site x of the
DNF with activity u(x, t) and output f

(
u(x, t)

)
, λbuild and λdecay

are the rates of build-up and decay of the memory trace. The
build-up of the memory trace is active on sites with a high pos-
itive output f

(
u(x, t)

)
, the decay is active on the sites with a low

output. The memory trace P(x, t) is an additive input to the DNF
dynamics.

The memory trace formation can be used to account for one-
shot learning of object categories (Faubel and Schöner, 2009),
representation of visual scenes (Zibner et al., 2011), or action
sequences (Sandamirskaya and Schoner, 2010b).

In a neuromorphic WTA implementation, the memory trace,
or preshape, may be interpreted as the strength of synaptic
connections from the DNF (or WTA), u(x, t), to a “memory”
population. This “memory” population activates the preshape
by transmitting its activation through the learned synaptic con-
nections, P(x, t). Learning of the synaptic connections amounts
to attractor dynamics [as in the first parenthesis of Equation
(11)], in which the pattern of synaptic connections approaches
the pattern of the DNF’s (WTA’s) output. This learning dynamics
may also be implemented as a simple Hebbian rule: the synap-
tic weights which connect active sites of the DNF (WTA) with
the memory population are strengthened. Another possible inter-
pretation of the preshape as a change in the resting levels of
individual nodes in the DNF (WTA) is harder to implement in
neuromorphic WTA networks.

2.6.2. Learning mappings and associations
When the memory trace dynamics is defined within a structure
with a higher dimensionality than the involved DNFs, the pre-
shape dynamics leads to learning of mappings and associations.
The dynamics of an associating map is similar to the memory
trace dynamics, Equation (12).

τẆ(x, y, t) = ϵ(t)
(

− W(x, y, t) + f (u1(x, t)) × f (u2(y, t))
)
. (12)

The weights function, W(x, y, t), which couples the DNFs u1(x, t)
and u2(y, t) in Equation (12), as well as in Equations (4, 5),
has an attractor at the intersection between positive outputs of
the DNFs u1 and u2. The intersection is computed as a sum
between the output of u1, expanded along the dimensions of the
u2, and the output of the u2, expanded in the dimensions of the
u1, augmented with a sigmoidal threshold function (this neural-
dynamic operation is denoted by the × symbol). The shunting
term ϵ(t) limits learning to time intervals when a reward-
ing situation is perceived, as exemplified in the architecture in
Section 3.

This learning mechanism is equivalent to a (reward-gated)
Hebbian learning rule: the cites of the DNFs u1 and u2 become
coupled more strongly if they happen to be active simulta-
neously when learning is facilitated by the (rewarding) sig-
nal ϵ(t). Through the DNF dynamics, which builds localized
activity peaks in the functionally relevant states, the learning
dynamics has the properties of the adaptive resonance net-
works (ART, Carpenter et al., 1991), which emphasize the
need for localization of the learning processes in time and in
space.
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[Sandamirskaya, Frontiers Neurosci 2014]



Hebbian learning

analogous to the output 
layer of DNN

=> ensembles of such 
nodes coupled inhibitorily 
form the basis for 
conceptual thinking…

activation node, u1

dimension, y

activation
field, u (y)2

learning reciprocal connections between zero-
dimensional nodes and fields 

=> grounded concepts



Cued recall

with ridge/slice input in joint representations of 
different feature dimensions

=> module on higher-dimensional fields and 
binding 



Memory trace ~ 
first-order Hebbian learning

increases local resting level 
at activated locations

~ the bias input in NN 

boost-driven detection 
instability amplifies small 
bias => important role in 
DFT

dimension, x

activation, u(x)


