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Goal

show how 

1) neural dynamic fields can be coupled to time-varying 
sensory inputs 

2) neural dynamic fields can control motor systems in 
closed loop



Driving fields from sensory signals

robot that orients 
toward sound sources
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Detection instability as�
intensity of sound source increases



Target selection in the presence of 
two sources



Robust estimation in the 
presence of outliers



Tracking moving sound source



Working 
memory 



Conclusion 1

Neural dynamic fields can be 
directly driven from time-
varying sensory inputs

the attractor states and 
their bifurcations enable

detection

robust estimation, tracking 

selection

working memory 
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How may neural dynamic fields 
generate the behavior?

motor 
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challenge 1: 
generating 
behavior 
involves 
“behavioral 
dynamics” 
(Braitenberg)



How may neural dynamic fields 
generate the behavior?

note the mere 
“reading out” of 
a peak’s 
location… 
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behavioral dynamics of a vehicle 

with an attractor at desired heading
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Human locomotion described by 
dynamics of heading direction 

humans walking in virtual reality 
under the influence of targets and 
obstacles

[Warren, Fajen et al, 2003]
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Human Experiments

Three experiments were designed to reveal the fac-
tors that influence how humans turn toward goals and
away from obstacles during walking (see Fajen and
Warren, 2003), for details). The studies were con-
ducted in the Virtual Environment Navigation Lab
(VENLab) at Brown University. The VENLab consists
of a 12 m × 12 m room in which subjects are able to
walk around freely while wearing a head-mounted dis-
play (HMD). A hybrid inertial and ultrasonic tracker
mounted in the ceiling tracks the position and orien-
tation of the HMD. This information is fed back to a
high-performance graphics workstation, which updates
the visual display presented in the HMD. This facility
allows us to manipulate both the structure of the en-
vironment and the visual information presented to the
observer in real-time, while simultaneously recording
ongoing behavior in naturalistic tasks.

The first experiment examined the simple case of
walking toward a goal, while the second examined
avoiding a single obstacle en route to a goal. In
Experiment 1, observers began each trial by walking
in a specified direction. After walking 1 m, a goal
appeared at an angle of φ − ψg = 5◦, 10◦, 15◦, 20◦,
or 25◦ from the heading direction and a distance of
dg = 2, 4, or 8 m. Observers were simply asked to
walk to the goal. The major findings of Experiment 1
were that the turning rate and angular acceleration to-
ward goals increased with goal angle (see Fig. 2(a))
but decreased with goal distance (see Fig. 2(b)). In
Experiment 2, observers began walking toward a goal
located straight ahead at a distance of 10 m. After
walking 1 m, the obstacle appeared at an angle of
φ − ψo = 1◦, 2◦, 4◦, or 8◦ from the heading direction
and a distance of do = 3, 4, or 5 m. The major findings
of Experiment 2 were that the turning rate and angular
acceleration away from obstacles decreased with both
obstacle angle (see Fig. 3(a)) and obstacle distance (see
Fig. 3(b)).

The Model

These empirical observations were used to specify
the dynamical model of steering and obstacle avoid-
ance. First, for purposes of simplicity, we assumed that
damping would be proportional to turning rate, such
that fd (φ̇) = bφ̇, for some constant b > 0. The goal
function fg(φ−ψg , dg) was chosen to reflect the find-
ings that the influence of the goal on angular accelera-

(a)

(b)

Figure 2. Human trajectories for turning toward a goal in
Experiment 1 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial goal angles in the 4 m condition
and (b) different initial goal distances in the 20◦ condition.

tion increases with goal angle and decreases with goal
distance:

fg(φ − ψg, dg) = kg(φ − ψg)(e−c1dg + c2) (2)

Thus, in the model the goal’s influence increases lin-
early with goal angle up to 180◦ (see Fig. 4(a)) and de-
creases exponentially with goal distance (see Fig. 4(b)).
Note that this influence asymptotes to some minimum
non-zero value as goal distance increases, enabling the
agent to steer toward distant goals. The “stiffness” pa-
rameter kg is a gain term for the goal component, c1 sets
the rate of exponential decay with goal distance, and c2

scales the minimum acceleration toward distant goals.
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(a)

(b)

Figure 3. Human trajectories for turning away from an obstacle
in Experiment 2 (turning rate (φ̇) vs. goal angle (φ − ψg)). Curves
correspond to (a) different initial obstacle angles in the 4 m condition
and (b) different initial obstacle distances in the 4◦ condition.

Likewise, the obstacle function fo(φ − ψo, do) was
chosen to reflect the findings that the influence of the
obstacle on angular acceleration decreases with both
obstacle angle and distance:

fo(φ − ψo, do) = ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (3)

In this case, the obstacle’s influence decreases expo-
nentially with obstacle angle (see Fig. 4(c)) as well as
with obstacle distance (see Fig. 4(d)). The parameter
ko is a gain term for the obstacle component, c3 sets the
rate of decay with obstacle angle, and c4 sets the rate
of decay with obstacle distance. Note that for small
obstacle angles, acceleration away from the obstacle

increases with obstacle angle, such that the function is
continuous and there is a repellor at an obstacle angle
of zero. Unlike the goal component, the obstacle influ-
ence decreases to zero as distance goes to infinity. When
parameterized to fit the human data, these two exponen-
tials imply that only obstacles within ±30◦ of the head-
ing direction and less than 4 m ahead exert an appre-
ciable influence on steering behavior. Note that the ex-
ponential terms introduce nonlinearity into the system.

Thus, the full model is:

φ̈ = −bφ̇ − kg(φ − ψg)(e−c1dg + c2)

+ ko(φ − ψo)
(

e−c3|φ−ψo|
)

(e−c4do ) (4)

In principle, additional obstacles in the environment
can be included by simply adding terms to the equa-
tion. The model thus scales linearly with the complex-
ity of the scene, and doesn’t blow up in complicated
environments (Large et al., 1999). Furthermore, only
obstacles near the heading direction and a few meters
ahead need to be evaluated, making the model compu-
tationally quite tractable. The agent therefore does not
need a memory representation of the entire scene; as
long as the goal location is available to the agent’s sen-
sors, route selection is performed simply on the basis
of the obstacles within a small spatial window ahead.

Simulations

We simulated the model under a variety of conditions
to test its success in steering toward goals, avoiding
obstacles and selecting routes. The conditions used for
the first two sets of simulations were identical to those
used in the two preceding human experiments, and their
purpose was to test the adequacy of Eq. (4) as a model
of human behavior. The next step was to test the model
in more complex scenes containing one or more ob-
stacles in which multiple routes around the obstacle(s)
are possible. These simulations were intended to reveal
how goal and obstacle components interact to perform
route selection.

Simulation #1: Steering Toward a Goal

We simulated the model under the same conditions used
in Experiment 1 on steering toward a goal, to identify
the single set of parameters for the goal component
that best fit the data. Simulations were compared with
the mean time series of goal angle in the human data
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Figure 4. Plots of (a) goal angle term, (b) goal distance term, (c) obstacle angle term, and (d) obstacle distance term from Eq. (4).

using a least-squares analysis, as the four parameters
were systematically varied. The best fit (r2 = 0.982)
was found with parameter values of b = 3.25, kg =
7.50, c1 = 0.40, and c2 = 0.40. Using these settings,
the model produced paths to the goal that were virtu-
ally identical with human subjects (Fig. 5), turning at
a rate that depended on goal angle and distance in a
similar manner. Specifically, turning rate and angular
acceleration increased with goal angle (Fig. 6(a)) and
decreased with goal distance (Fig. 6(b)).

Simulation #2: Avoiding an Obstacle

Adding a single obstacle component, we simulated the
model under the conditions used in Experiment 2. We
used the parameter settings found in the previous sim-
ulation for the goal component, and fit the three pa-
rameters for the obstacle component in the same man-
ner as before. The best fitting obstacle values (mean
r2 = 0.975) were ko = 198.0, c3 = 6.5, and c4 = 0.8.
Using these settings, the model successfully detoured
around the obstacle to the goal on paths very similar to
those of human subjects (Fig. 7). The turning rate and
acceleration away from the obstacle decreased with ob-
stacle angle (see Fig. 8(a)) and decreased with obstacle
distance (see Fig. 8(b)), reproducing the characteris-
tics of human obstacle avoidance behavior. Thus, the

model exhibits both a good quantitative and qualitative
fit to the human behavior observed in Experiments 1
and 2.

Simulation #3: Route Selection

To see whether the model could predict the routes hu-
mans would select through somewhat more complex
scenes, we performed simulations with a variety of
other goal and obstacle configurations. Because the
model functions in real-time, behavior is determined
entirely by the interaction of goal and obstacle compo-
nents, whose influence changes with the position, head-
ing and turning rate of the agent. How might goal and
obstacle components interact to determine the route?

Simulation #3a: Relative Position of Goal and One
Obstacle. Consider the situation in which the direc-
tion of the obstacle lies in between the direction of
heading and the direction of the goal (see Fig. 9). In
this case, the agent could take either an outside (left)
path or an inside (right) path around an obstacle. If
the agent’s behavior is determined by the interaction
of goal and obstacle components, and if the relative
“attraction” of the goal and “repulsion” of the obstacle
depend on their locations, then the offset angle between
the obstacle and goal and the goal distance should in-
fluence the agent’s route.
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Box 1 | Path integration in mammals and some neurophysiological correlates

Darwin recognized that most animals can use self-motion cues to keep track 
of their location relative to a ‘home base’128, but it was not until recently that 
firm experimental evidence for such a path integration process in mammals 
appeared4, and it became clear that the brain can not only calculate a homing 
vector to a fixed location in space, but can also maintain a map-like 
representation of space using only an initial reference and self-motion 
information (for reviews, see REFS 9,12). Making use of the strong motivation 
of female rodents to retrieve pups that have been displaced from the nest to a 
shallow cup some distance away, it was shown that gerbils can search in 
complete darkness and return in a direct line to the original location of the nest, 
even if the nest has been removed (see panel a). With the cup at the centre of 
the dark arena, rotating either the entire arena while the animal was on the 
cup, or only the cup itself, did not prevent the animal from returning to the 
same location in the (inertial) laboratory reference frame; however, rotation of 
the cup through 37 degrees with a slow acceleration profile (0.24 deg s–2), 
presumably below the animal’s vestibular threshold, resulted in a return 
trajectory error of the same magnitude. In panel a, S1–3 represent vectors 
lengths of segments of the outbound journey, and ϕ1–3 are corresponding 
head directions. Variables x1–3 and y1–3 are the cartesian components of the 
segment vectors which, in principle, could be summed to compute the 
homing vector. ‘Starting location’ refers to the beginning of the homing 
trajectory. Insight into the neural basis for angular path integration came from 
the discovery of head direction cells, the firing rates of which depend on the 
direction the animal’s head is facing (a simulated typical head direction cell 
tuning curve is illustrated in the polar plot in which firing rate is represented by 
the radial coordinate and direction is represented by the angular coordinate; 
see panel b). Directional tuning is relative in the sense that, although all head 
direction cells maintain their directional tunings relative to each other, the 
network is not bound to any absolute directional reference. For example, the 
same cell can have different geocentric directional preferences in different 
enclosures and, in the absence of visual input, head direction cells track head 
angular velocity and fire over a restricted range of relative directions; however, 
the network can accumulate directional error with respect to its original 
setting. Linear path integration is sufficient to update the positional firing of 
hippocampal pyramidal cells (see panel c). On a task in which a rat runs on a 
linear rail from a moveable box to a fixed goal at the end of the track, pyramidal 
cells in area CA1 fire in relation to distance from the box as the animal leaves 
it (over distances of more than several body lengths), before shifting reference 
frames to fire in relation to visual cues (CA1 light) or, in darkness, the end of 
the track (CA1 dark). The figure illustrates the configurations of the start box 
on the track and the journey types, which were presented in random order. 
Panel d shows the correlation matrices of CA1 neuronal ensemble population 
vectors for each location on the full track versus every location on the full 
track (Box 1), and for each location on the shortened tracks, in which the box 
was shifted closer to the fixed goal site (Box 2–Box 5), versus every location on 
the full track. The black lines represent the reference frame of the box; white 
lines represent the laboratory/track reference frame. Panel a modified, with 
permission, from REF. 140   (1980) Springer. Panels c and d reproduced, with 
permission, from REF. 33  (1996) Society for Neuroscience.
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Attractor dynamics
Attractor dynamics refer to the 
properties of a broad class of 
neural networks that have one 
or more stable states. These 
stable states are determined 
by the weights of the recurrent 
connections between the units 
(neurons) in the network. 
Depending on the initial 
conditions, the network will 
end up in one of the stable 
states. Attractor dynamics 
have been used in associative 
memory models, pattern 
recognition and as a 
mechanism for working 
memory maintenance.

Neural network models for path integration
Mechanisms based on self-organizing and self-sustaining 
neural activity, or attractor dynamics, such as those origi-
nally proposed in Hebb’s13 cell assembly theory, have been 
essential components in several models accounting for 
path integration and the head direction system in rats14. 
In path integration, the information to be maintained 
and updated is not a set of discrete items (as are found in 
Hopfield-type attractor networks for discrete memories); 
rather, it is a continuous variable representing position 
or head direction. A continuum of cell assemblies, or a 
continuous attractor15–19, is therefore needed to encode posi-
tion or head direction. Such a continuum can exist in one 
dimension, as in the case of direction; two dimensions, as 
in the case of location in the plane; or many dimensions. 
It is equivalent to a large set of correlated discrete attrac-
tors, in which the energy barriers between neighbouring 
attractors become negligible20,21.

In the head direction system, consider the head 
direction cells, which fire selectively with respect to the 
rat’s head orientation (φ) as a result, primarily, of neural 

integration of head angular velocity signals derived 
from the vestibular system. A model in which the cells are 
arranged conceptually in a circle, according to preferred 
direction, and in which the strength of the excitatory 
connections between two cells decreases with the dis-
tance between their respective preferred directions22–24, 
would result in a focused activity profile (or activity 
bump) centred at a direction φ (FIG. 1). An activity bump 
would arise spontaneously because, for a given total 
activity level, controlled by global feedback inhibition, 
each neuron within the bump receives the maximum 
possible excitation from its neighbours; therefore, the 
bump state is the most stable configuration of such a sys-
tem. Note that, because the cells are arranged in a circle, 
there are no edges, so the network is said to have periodic 
boundaries. In the absence of input other than random 
noise, the bump location is either stable or subject to a 
random drift in position; however, large instantaneous 
changes in bump location are unlikely.

To perform angular path integration, the bump 
would have to move around the circle in accordance 
with changes in the head orientation of the rat. This 
could be achieved by vestibular, rotational visual flow, 
and other angular velocity inputs that drive the bump 
in either a clockwise or anticlockwise direction. Suppose 
an additional circle of neurons (a so-called hidden layer) 
is interposed between the angular velocity signals and 
the head direction cells in the outer circle (FIG. 1), and that 
neurons in this circle encode the conjunction of current 
head direction, derived from top-down connections 
from head direction cells immediately adjacent to them 
in the circle, and angular velocity signals afferent to the 
network. If conjunctive cells receiving clockwise angular 
velocity inputs project asymmetrically to the right of the 
head direction cells from which they receive input, and 
those receiving anticlockwise inputs project to the left, 
the bump can be made to move around the circle in a 
manner consistent with the changing head direction 
— the system performs angular path integration. Note 
that the head direction cells in this model encode relative, 
not absolute, orientation. In the absence of additional 
sensory inputs, slow changes in head direction (below 
the vestibular threshold) or synaptic noise will result in 
disorientation, as shown by Mittelstaedt and Mittelstaedt4 
(BOX 1). However, all cells would maintain their angular 
firing preferences relative to one another, as is observed 
in recordings of head direction cells5.

Continuous attractor-based models for path integra-
tion of position in two dimensions can be constructed by 
a simple extension of the one-dimensional head direction 
model just described9,23,25–27. A two-dimensional continu-
ous attractor network could consist of cells arranged 
conceptually on a two-dimensional sheet according to 
their relative firing locations in two-dimensional space. 
A recurrent synaptic matrix can then be constructed in 
which the strength of the excitatory connections between 
two cells decreases in proportion to the physical distance 
between the cells’ respective place fields. Global feedback 
inhibition would, again, keep the activity from spread-
ing (FIG. 2). As in the one-dimensional model, a bump of 
focused activity would form spontaneously. Movement 

Figure 1 | One-dimensional attractor map model for head direction encoding 
based on neural integration of head angular velocity signals. a | Head direction 
cells are arranged symbolically in a circle in order of their relative head directional 
preferences. Each cell (coloured dots) connects with nearby cells with a synaptic strength 
(or connection probability) that declines as a function of distance (red and grey lines). 
The network is subject to global feedback inhibition (not illustrated) that limits the total 
neural activity. Activity in such a network has a most probable configuration in which the 
activity is focused at one point and declines with distance from that point (warm colours 
represent high activity, progressively cool colours represent progressively lower activity). 
Such a network would keep track of head direction if the hill or ‘bump’ of activity could 
be made to rotate around the ring in correspondence with changes in head direction. 
b | Rotation of the bump in the clockwise or anticlockwise directions can be achieved by 
an intermediate group of two types of conjunctive neuron that receive information 
about head angular velocity from the vestibular system (dashed arrows) and information 
about current head orientation from the cells immediately above them in the outer ring. 
The intermediate group of cells must be of two classes: cells receiving information about 
clockwise motion project to the right of the cells in the outer ring from which they 
receive input, whereas cells receiving anticlockwise vestibular signals project to the left. 
These hidden layer cells drive the activity bump in the corresponding direction around 
the ring. In the absence of motion, activation of all hidden layer cells is assumed to be 
below threshold. In this figure, only active connections are indicated, with the line 
thickness representing firing rate.
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Neural dynamics of path integration

[McNaughton et al., Nature reviews neuroscience 2006]

a No motionb Moving eastward

Continuous attractor
Networks with continuous 
attractor properties can 
maintain a stable activity state 
over time; however, the 
possible states are not discrete 
as in attractor networks but 
can vary continuously. 
Continuous attractor networks 
have, for example, been used 
to represent the dynamics of 
the head direction system in 
which an arbitrary angle has to 
be maintained over time.

Vestibular system
The vestibular system provides 
information about movement 
and orientation in space. 
Receptors in the semicircular 
canals and otolith organs of the 
inner ear are sensitive to 
movements consisting of 
rotational and translational 
accelerations. Vestibular 
information can be processed 
in the CNS to derive relative 
changes in head direction or 
position.

Rotational visual flow
As the head turns, visual 
information flows past the eye. 
The rotational visual flow can 
be used to calculate and 
update relative head direction.

Torus
Consider an elastic rectangular 
sheet. When gluing together 
the two longer sides of the 
sheet a tube is formed. After 
gluing together the ends of the 
tube, a doughnut-shaped 
object is formed, which is 
termed a torus. If the elastic 
sheet represents a map of a 
spatial area, the creation of the 
torus will form a map with 
periodic boundary conditions 
along two perpendicular 
dimensions.

of the activity bump according to speed and directional 
information alone, thereby tracking the rat’s position, 
could be effected through a two-dimensional hidden 
layer analogous to the one-dimensional hidden layer in 
the head direction model28. This layer could accomplish 
the summation of the position (encoded in the continu-
ous attractor layer) and the displacement vector (com-
prised of head direction and linear speed signals). Cells 
in this direction-specific layer would encode, conjointly, 
the rat’s position and velocity vectors9,23,26; therefore, 
they would combine head direction and running speed 
inputs with location information from the attractor layer. 
Projections from the continuous attractor layer to the 
hidden layer would connect cells with the same posi-
tion preference (FIG. 2). The return connections from the 
hidden layer to the continuous attractor layer, however, 
would be offset according to the directional preference 
of the cell of origin: for cells in the hidden layer that are 
selective for position x, head direction φ would project 
to cells in the attractor layer with an integrated position 
shifted in the direction φ. As a consequence, when the 
rat moves, velocity modulated cells in the hidden layer, 
selective for direction φ, will be activated and provide 
an input that shifts the activity bump in the direction φ. 
The rate of increase in the firing rate of hidden layer cells 
with running speed v would determine the scale of the 
spatial representation, as seems to be the case in the hip-
pocampus (see below). Briefly, a stronger input from the 
direction-specific layer would cause the activity bump to 
move faster, thereby generating a rapidly changing, short-
scale representation (small place fields). Reducing the 
speed dependence of hidden layer cells would cause the 
activity bump to move more slowly, and would yield a 
coarser spatial representation (larger place fields).

One problem with the two-dimensional model 
described would have been familiar to pre-Columbus 
Europeans, who believed that the earth was flat and 
finite; what happens when the rat runs outside the area 
represented by the cells? To overcome this difficulty, 
Samsonovich and McNaughton26 proposed that the cell 
array in which the continuous attractor was represented 
had periodic boundaries, equivalent to a torus27. The 
torus topology is the two-dimensional analogue of the 
ring topology suggested for the head direction system. 
This periodic boundary condition implies that, as the rat 
runs in a straight line, a given cell should activate period-
ically. So, in a large, two-dimensional environment, each 
cell would have multiple place fields arranged in a square 
grid (FIG. 3). However, although hippocampal place cells 
can have multiple fields in a large enough environment29,30, 
periodic fields have never been reported.

Grid cells in the medial entorhinal cortex
The search for the navigational system postulated by 
O’Keefe1 focused initially on the hippocampus; indeed, 
if the environment and the animal’s behaviour remain 
constant, the activity of ensembles of place cells can 
be decoded to indicate accurately the animal’s loca-
tion within the environment31. However, except under 
unusual experimental manipulations, knowledge of the 
firing relationships among an ensemble of hippocampal 
place cells in one environment is of no value in predict-
ing even relative location in a separate environment32,33. 
The spatial codes in the hippocampus for different 
environments are orthogonal (statistically independent). 
Although the activity of a place cell can be influenced 
by, and can become coupled through experience to, 
conjunctions of environmental features, their firing 

Figure 2 | Extension of the one-dimensional attractor map concept to two dimensions: a model for path 
integration. Neurons arranged in a plane (a) have interconnections that decline in strength (or probability) monotonically 
with distance (red arrows). Notice that a boundary problem exists for connections near the edge of the layer of neurons. 
A solution for this problem is illustrated in FIG. 3. Global feedback inhibition (not shown) keeps the net activity within a 
narrow range, leading to a focused spot or ‘bump’ of activity somewhere in the plane (b). The bump can be made to move 
in correspondence with a rat’s motion using an intermediate layer of cells that are conjunctive for position on the plane 
and head orientation, if the activity of these cells is positively modulated by running speed and the cells encoding a given 
head direction project asymmetrically to the corresponding side of the cells in the attractor layer from which they receive 
input. The thresholds are arranged so that these hidden layer cells are silent when there is no motion.
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From field to behavioral dynamics

standard idea: ~ 
probability density 

but: normalization! 

=> problem when there 
is no peak: divide by 
zero! 
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Erect an attractor rather than “read out” 
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Challenge

In organism (rather than vehicles), 
movement is generated by muscles which 
receive descending activation that is graded 
(rate code)… and temporally structured 
(timing) 



Rate code in motor neurons

a single action potential of 
a motor neuron elicits a 
transient force pulse in a 
“fast twitch” motor unit of 
a muscle

740  Part V / Movement

Figure 31–2 The force exerted by a motor unit varies with 
the rate at which its neuron generates action potentials.
A. Traces show the forces exerted by fast- and slow-contracting 
motor units in response to a single action potential (top trace) 
and a series of action potentials (set of four traces below). The 
time to the peak twitch force, or contraction time, is briefer in 
the faster unit. The rates of the action potentials used to evoke 
the tetanic contractions range from 17 to 100 Hz in the slow-
contracting unit to 46 to 100 Hz in the fast-contracting unit. The 
peak tetanic force evoked by 100-Hz stimulation is greater for 
the fast-contracting unit. Note the different force scales for the 

two sets of traces. (Adapted, with permission, from Botterman, 
Iwamoto, and Gonyea 1986; adapted from Fuglevand,  
Macefield, and Bigland-Ritchie 1999; and Macefield, Fuglevand, 
and Bigland-Ritchie 1996.)
B. Relation between peak force and the rate of action poten-
tials for fast- and slow-contracting motor units. The absolute 
force (left plot) is greater for the fast-contracting motor unit at 
all frequencies. At lower stimulus rates (right plot), the force 
evoked in the slow-contracting motor unit (longer contraction 
time) sums to a greater relative force (percent of peak force) 
than in the fast-contracting motor unit (shorter contraction time).

and summate (ie, the force varies with the contraction 
time of the motor unit and the rate at which the action 
potentials are evoked). At lower rates of stimulation, 
the ripples in the tetanus denote the peaks of individ-
ual twitches (Figure 31–2A). The peak force achieved 
during a tetanic contraction varies as a sigmoidal 
function of action potential rate, with the shape of the 
curve depending on the contraction time of the motor 
unit (Figure 31–2B). Maximal force is reached at lower 
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action potential rates for slow-contracting motor units 
than the rates needed to achieve maximal force in fast-
contracting units.

The functional properties of motor units vary across 
the population and between muscles. At one end of the 
distribution, motor units have long twitch contraction 
times and produce small forces, but are less fatigable. 
At the other end of the distribution, motor units have 
short contraction times, produce large forces, and are 
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higher firing rates of the 
motor neuron induce 
higher peak force of the 
motor unit

[Kandel, Schwartz et al, 2021]



So movement involves

generation of a neural activity pattern that 
rises and falls to generate transient muscle 
activity… 

=> “translation into rate code”



Motor cortical neural timers

Speed response I

The neuronal firing rates during each trial’s movement time
were divided into 10 bins to normalize binwidths among all
trials. Across all cells, the average binwidth was 24 6 5 (SE)
ms for 41,560 trials. In addition, 15 prebins, having the same
width as the movement bins, were calculated just before move-
ment onset. On average, the first eight bins corresponded to the
later part of the hold-A period, and the next seven bins covered
the reaction time. Five-trial averages were made over all move-
ment directions. The outer perimeter of Fig. 3 shows the raw
(i.e., unsmoothed and untransformed) firing rates during move-
ments to each target for an example cell. During the hold-A
period the rates were very similar across targets. In the subse-
quent reaction and movement times, the activity was graded
with movement direction.
These histograms were smoothed and square-root trans-

formed. The average firing rate in the five bins before reaction
time was subtracted from the reaction and movement time bins,
eliminating the tonic component of cortical activity (b0). Av-
eraging the resulting profiles across the eight targets removed
the directional component (bx and by terms) of the discharge
profile. Finally, the 17-bin window of neural activity that best
correlated with finger speed over the reaction and movement
time was found. The result is the left profile in the center of
Fig. 3. This nondirectional profile is very similar to the speed
of the hand averaged across the eight targets (right profile in
the center of Fig. 3). For this cell, the two waveforms were
highly correlated (r2 5 0.96) at a lag of 155 ms. In general, this
was true for cells throughout the motor cortical population as
shown in Fig. 4A. A histogram of the corresponding time lags
between the nondirectional discharge and velocity profile for
all M1 cells in the population can be seen in Fig. 4B. The time
lag distribution peaked at a mode of 125 ms with a median
value of 75 ms.
A similar analysis was performed on the recorded responses

of 142 premotor cortical cells. Figure 4C shows the results of
correlating the nondirectional portions of Pmd cortical dis-
charge with speed. Lags between Pmd cortical activity and
finger speed had a median value of 100 ms, but the mode of the
distribution was 175 ms (Fig. 4D).
An ensemble nondirectional activity profile was generated

by averaging all 897 M1 profiles bin-by-bin. The result (Fig. 5)
is highly correlated (R2 5 0.99) with the speed profile, and
leads it by 145 ms. This M1 profile was compared with those

derived from Pmd and muscle activity. Each curve in Fig. 5 is
composed of the 17 bins that best correlate with finger speed.
Pmd activity had an r2 of 0.68 at a lag of 190 ms. Nondirec-
tional EMG activity was also correlated to the speed profile
(R2 5 0.96, lag 5 65 ms).

Directional response

Figure 6 shows the response of a motor cortical cell (same
cell as Fig. 3) during the center3out task. The firing rate

FIG. 2. Average movement kinematics for the center3out task.
A: the monkey placed its finger in the center start circle (dark gray
circle) and made a planar movement to one of the 8 peripheral
targets (light gray circles). The thick black line shows the average
of 5,195 movements to each target. The thin lines represent the
standard deviation of the mean. B: average velocity profiles to each
of 8 peripheral targets are shown by the 8 thick black lines. The
overall standard deviation (across all target directions) is repre-
sented by the thin lines.

FIG. 3. Speed representation in a motor cortical cell. Firing rates for move-
ments to each of the 8 center3out targets were aligned to movement onset
(V . 0.15Vmax), divided into 25 bins (26-ms binwidth) and averaged over 5
trials. The resulting histograms, located radially around the figure, represent
the average cortical activity recorded for movements in each of the respective
directions. The vertical calibration bar on the left of the figures represents 100
spikes/s. The timing marks under each histogram are 440 ms [average reaction
time (RT) 1 movement time (MT)] apart and represent the portion of the
histogram that was used to generate the central figure. These firing rates were
then smoothed using a 10-Hz low-pass digital filter and square-root trans-
formed. The tonic firing rate occurring during the hold-A period (i.e., the
activity before the 1st timing mark in the histograms) was subtracted from the
record. The firing rates were then summed over the 8 movement directions to
cancel the directional component. The resulting nondirectional profile (left
middle) is highly correlated to the average movement speed (right middle
profile).
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total activation in
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Neural oscillator 
model of timing

standard excitatory-
inhibitory neural 
population dynamics => 
oscillations/active 
transients

field of such oscillators 
for different peak 
velocities/ amplitudes

[Zibner, Tekülve, Schöner, ICDL 2015; 
Schöner, Tekülve, Zibner, 2019]]
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Localized input triggers transients/
oscillations in such fields

70 CHAPTER 6. NEURAL ARCHITECTURE
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Figure 6.1: Sketch of the Dynamic Field architecture that implements the move-
ment model. Boosts and neural nodes are depicted as circles. Inputs have black
peaks and fields have red peaks. Arrows correspond to forward connections,
while more extensive feed forward networks are compacted into thick black
blocks. Connections that terminate in a dot act inhibitorily.

6.2 Inputs to the system

We define the higher-order inputs to the system, the provenance of which are not
inherently part of this architecture. These provide external executive functions
as well as perceptual information:

The movement intention boost is the trigger that engages movement:

bmov =

(
1 to trigger motion

0 otherwise

It is externally controlled by the user. It signals the intent to begin the move-
ment and will push the bank parameter fields into supra-threshold activation,
where appropriate. This ultimately produces motion. If it is still active when
the motion terminates, it will trigger another movement.

The cyclic intention boost will induce the Transport oscillator banks to op-
erate in periodic mode:

bcyc =

(
1 to cycle Transport

0 otherwise

An active cyclic boost bcyc will produce continuous alternating motion along the
Transport direction, essentially moving forward, then backwards, then forwards,
and so on. Note that Lift always operates in alternating mode to consistently
produce upwards and downwards movements.

[J-S Jokeit
dissertation 

2022]



Descending activation: DoF 
problem

arm in space

end-effector

[Martin, Scholz, Schöner. Neural Computation (2009]
[Martin, Reimann, Schöner Biological Cybernetics 2019]



Muscles generate force in closed loop: 
behavioral dynamics

[Ramadan et al, 2022]



Conclusion 2

Neural dynamics drive behavior by steering 
a behavioral dynamics 


