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Sequences

all actions in real life consist of sequences of 
movements, perceptual acts, inferences

often fixed by the logic of action 

or highly automated: routines

but also flexible: serial order, planning, problem 
solving



Challenge in DFT

behaviors/representations are stable states

and as such resist change…

to induce change in sequential behavior/
thinking: induce an instability 



search for objects of 
a given color in 
order

1 blue

2 red

green

vehicle

target 1

target 2

obstacles

target 13

Illustration



each step in the 
sequence is a visual 
search, which takes a 
variable (here: 
unpredictable) amount 
of time

so stabilize the goal of 
the visual search until 
the search is successful 

only then switch to the 
next element of the 
sequence vehicle

target 1

target 2

obstacles

target 13

The problem of sequential processing



yellow-red-green-blue-red

learn a serially ordered 
sequence from a single 
demonstration

yellow-red-green-blue-red

perform a serially ordered 
sequence with new timing

[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]

Implementation as an imitation task



represent the target 
color by a stable peak 
that resists attractors 

vehicle

target 1

target 2

obstacles

target 13

Neural dynamics 
of sequence generation 



red a distractor red a target

[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]



when the sought color is 
found, switch to the next 
color by releasing the 
previous state from 
stability…through an 
instability 

vehicle

target 1

target 2

obstacles

target 13

Neural dynamics 
of sequential processing



“Condition of 
Satisfaction”

(CoS)

[Sandamirskaya, Schöner, 2010]

excites the corresponding memory node, which, in its turn,
provides an excitatory input to the ordinal node which is to
be activated next. The active ordinal node also projects onto
a single intention field defined over the dimension of color.
Which color each node activates is learned, or memorized,
in the training phase through a fast Hebbian learning
mechanism. The intention field is reciprocally coupled with
a two-dimensional space-color field, in which the spatial
dimension samples the horizontal axis of the camera
image. The space-color field receives ridge-input localized
along the color dimension, but not along space, from the
intention field. It also receives a two-dimensional space-
color input from the visual array. Where visual input
overlaps with the ridge, a peak is formed, the spatial pro-
jection of which specifies the visual angle under which an
object of the color being sought is located.

The space-color field projects along the spatial dimen-
sion onto the dynamics of heading direction, creating an
attractor that steers the robot to the detected object. As that

object is approached, its image grows in the robot’s visual
array. The condition-of-satisfaction field (top-right on
Fig. 8) is pre-activated by input from the intention field and
is pushed through the detection instability when the object
of the color being sought looms sufficiently large. This
brings about the transition to the next step in the sequence
as described in Section 3.3.

Before an object that matches the current intention has
been found, no peak exists in the space-color field. The
heading direction does not receive input at that time from
the space-color field and the vehicle’s navigation dynamics
is dominated by obstacle avoidance, which is implemented
using a standard dynamic method (Bicho, Mallet, &
Schöner, 2000). This results in the roaming behavior that
helps the robot search for objects of the appropriate color.

During teaching, the visual input from the object shown
to the robot is boosted enough to induce a peak in the space-
color field. This peak projects activation backwards onto the
intention field, where a peak is induced at the location that

Fig. 8. The architecture for a sequential color-search task on a Khepera robot. An active node of the ordinal dynamics projects its activation onto an intention field,
defined over color dimension. The intention field is coupled to the space-color field, which also receives visual input from the robot’s camera. An activation peak
in the space-color field drives the navigation dynamics of the robot, setting an attractor for its heading direction. The condition-of-satisfaction field is also defined
over color dimension and is activated when the object of the currently active color takes up a large portion of the camera image.
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… continued in part 2


