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Previous lecture

higher-dimensional neural fields 
enable new functions

binding different feature dimensions 
through space 

visual search… attentional selection 

coordinate transforms… 

Read-out from high-dimensional field
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e.g. spatial readout:

IS(x) =

Z
f (uv (x , y))dy

often additional Gaussian
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smoothness (reflects synaptic
spread in biological system)
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Multi-Directional Transformations
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Visual search/scene representation

Visual search: to direct 
action at an object first 
bring it into the 
attentional 
foreground… 

Read-out from high-dimensional field
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attentional 
selection

to bring a cued 
object into the 
attentional 
foreground

[Tekülve, 2020]
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Neural dynamic architecture for 
visual search and scene memory

Visual search and working memory: theory and experiment 15

Scene Spatial
Selection

Scene S/F
 Selection

Memory S/F
Maps

 Memory S/F
 Selection

Scene 
Guidance

Memory
Guidance

Search
 Cue

Feature
Matching

size
orientation

color

x

y

Scene
Space/Feature Maps

scene spatial salience

x

y

Camera Processing

conspicuity maps

feature extraction
feature m

aps

width

length

size

saturation

orientation

hue value

rate to 
space code

color

Camera Image

Fig. 6 The feature extraction pathway in illustrated in the blown up portion on the left and bottom. The pathway is

positioned within the complete neural dynamic architecture. See text for an explanation.

From the scene space/feature maps input is generated into a single central salience map, represented

by the scene spatial salience field. That input is obtained by integrating along each feature dimension

within each space-feature field (conspicuity) and summing across the three conspicuity representations.

3.2 Attentional selection

Visual cognition always entails attentional selection decisions. Figure 7 highlights the sub-system of the

neural dynamic architecture that generates such selection decisions.

Central is the scene spatial selection field that represents the localization of spatial attention. It re-

ceives multi-peak input from the salience field and singles out the most salient location by being in the

dynamic regime of selection, in which a single supra-threshold peak may be stable at any moment in

time. The selection decision is biased toward previously unattended positions by additional input from

the inhibition of return memory trace, which reflects the recent history of activation of the scene spatial

selection field. The self-sustained spatial working memory field reinforces that e↵ect, but its representa-

[Grieben et al.  Attention, Perception & Psychophysics (2020)]



20 Grieben, Tekülve, Zibner, Lins, Schneegans, Schöner
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Fig. 10 The scene and memory fields providing top-down guidance in the visual search task within the complete neural

dynamic architecture.

The resulting peaks in the scene overlap fields are projected down in the two-dimensional scene spatial

guidance field, which has a dynamic resting level that depends on the number of cued features. Thus

peaks are formed only at locations that match at least n � 1 features were n is the number of queried

features. In the case of n = 1 all objects that share this feature form peaks in the two dimensional

guidance fields. Thus scene guidance is most e↵ective in single feature search and becomes less e↵ective

in conjunctive search, if a lot of objects in the scene share all or all but one feature of the cue.

[Grieben et al.  Attention, Perception & Psychophysics (2020)]

Attentional 
selection



Autonomous sequences of visual 
exploration and cued visual search 



DNF Mechanism for Reference Frame Transformation
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[Schneegans Ch 7 of DFT Primer, 2016]

Coordinate transforms



Today

illustrate how these functions support lifting 
neural dynamics to higher cognition 

in the context of the perceptual grounding of 
concepts/language/relations 



Perceptually grounding language

human communication in its simplest form is 
about things that are our there in our 
environment, perceivable, reachable by action

e.g., this cup is brown 



this could be based by both the speaker and 
the listener looking at the scene and grounding 
the word “cup” by bringing an object of that 
category into the foreground

also called “targetting” (Talmy)

Perceptually grounding language



that process could be mediated by other 
forms of communication, e.g., pointing (deictic 
code)

Perceptually grounding language



that process could also be mediated by spatial 
language, e.g., “the cup to the right of the 
green book is brown” (spatial language)

(which presupposes that the reference object 
“green book” is grounded for speaker and 
observer)

Perceptually grounding language



Perceptually grounding 
language vs. describing

Perceptual grounding: 
understanding phrases by finding 
in the visual array the objects to 
which the phrase refers

Describing: producing phrases that 
describe an observed scene or 
event

2 A neural dynamics resolves spatial language about visual scenes

Fig. 1. Visual scenario affording the use of spatial language.

The first challenge for such a neural approach is that spatial language involves
two types of representation. A relational phrase consists of a set of amodal,
discrete symbols, signifying reference object, target object, and the relational
term. The referent of such a phrase, say the pair of objects in a visual scene,
is provided in a modal, subsymbolic format. Resolving a spatial phrase consists
of establishing a coherent mapping between these two types of representations.
We address this challenge using Dynamic Field Theory (DFT) [12] in which
neural population activity is described by activation fields, defined over metric
feature dimensions, that evolve continuously in time through a neural dynamics.
In DFT, modal representations are captured as dynamic neural fields, while
amodal, categorical representations are modeled by activation nodes, that share
the same neural dynamics. The shared dynamics and mutual coupling enable
integrating modal and amodal representations.

People use spatial language flexibly, in that they are able to (1) direct their
attention to an object guided by a relational phrase, (2) generate a relational
phrase to describe a visual scene, and (3) answer questions about spatial rela-
tions between objects in a visual scene. These tasks differ in how much infor-
mation is already provided in the phrase and how much must be extracted from
the sensory representation. Achieving this flexibility is a second challenge for a
neural account. This requires that the elementary processing steps must be re-
combined depending on the context. We address this problem by exploiting an
analogy with a DFT-based approach to the autonomous generation of behavioral
sequences [11, 10]. In that approach, a neural representation of an intention acti-
vates the neural processes that execute the intention. A condition of satisfaction
detects predicted changes in activation states that indicate that the processing
steps have been successfully completed. A condition of dissatisfaction indicates
failure to do so. Bifurcations of the neural dynamics create these events and
trigger the transition to the next processing step.

We build on an earlier DFT model of spatial language [6] that provided the
key processes for resolving spatial phrases, including the attentional selection of
target and reference objects and the transformation of target locations into a
frame centered on the reference object. The processing sequence was externally
controlled in that earlier model, while we will demonstrate the emergence of the
discrete steps from continuous neural dynamics here. The resulting neural archi-
tecture is able to autonomously resolve relational phrases and answer questions
about real visual scenes.

“what is to the right of 
the green object”



Spatial language

such utterances as “to the left of”, “on top of”, 
“in”, “in front of”, “toward the south”, “in front 
of” etc. 

a part of language that deep: evolves slowly in 
languages, with profound differences between 
languages and cultures, that is particularly 
challenging for “grounding”



Spatial language

Examples: 

some cultures use absolute directions “north”, “south” etc. 
even on a local scale (e.g, “the car north of the house” 
rather than “the car in front of the house”). 

others have special spatial language referring to geographical 
landmarks (e.g., islanders who have a word for “toward the 
beach” vs. “away from the beach, toward the inland”)

“in front of” is used differently even in different indo-
european languages 



Grounding spatial language

involves necessarily reference frames… there 
are 4 basic and commonly used reference frames



Grounding spatial language

orientation relative to speaker, position centered in speaker

“on my left” 

orientation relative to world/object, position centered in 
speaker: 

“north”, “south...” or “leeward”, “windward” ... 

orientation relative to speaker, position centered in object

“the cup to the right of the bottle”

orientation relative to object, position centered in object

“leave the train on the right hand side” 



Grounding spatial language

reference frames are subtle

Example:  “in front of” can be in an ego-centric frame if the 
object has no special long axis and front end (e.g., “in front 
of the tree” meaning “between me and the tree”) 

but can be in an object centered frame if the object has a 
long axis and front end (e.g. “in front of the car” meaning 
“on the side of the car in the direction in which its front 
end points”)

(and on this count different languages differ)



Grounding spatial language

spatial language often involves reference 
objects

Example:  “to the right of the green book”: this is a 
statement in an ego-centric reference frame for direction 
but that is spatially centered in an object 



Grounding spatial language
spatial language often involves coordinate 
transforms 

e.g., “to the right of the green book”: coordinate transformation: 
from the speaker/observer centered reference frame into a frame 
centered in the reference object

e.g., “to my right” requires the listener to transform the reference 
frame from his or her own view to the directional and positional 
frame of the speaker 
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Spatial comparison in DFT

bring objects into 
foreground

make coordinate 
transformation

apply comparison 
operators
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Spatial comparison in DFT

bring objects into 
foreground

make coordinate 
transformation

apply comparison 
operators

[Lipinski et al: JEP:LMC (2011)]
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Spatial comparison in DFT

bring objects into 
foreground

make coordinate 
transformation
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[Lipinski et al: JEP:LMC (2011)]



“where is 
the green  
object 
relative 
to the 
red 
object?”

[Lipinski et al: JEP:LMC (2011)]
left  right  above  below



“which 
object is 
above the 
blue 
object?”

[Lipinski et al: JEP:LMC (2011)]
left  right  above  below



“where is 
the green 
object?”

[Lipinski et al: JEP:LMC (2011)]
left  right  above  below



Spatial comparison in DFT

accounts for human data 
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Alternative: coordinate transform 
applied to the neural operator

based on convolution of fields with kernels 11

“left” “right” “below” “above”

“to green”
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Fig. 3 Reference field and spatial semantics alignment. Panel A shows the camera image containing three
objects (green toothpaste tube, blue wire roll, red plastic apple). Panel B shows the spatial distribution of the
weight strengths for each of the four spatial semantic terms (lighter blue regions indicate greater weight). Panel
C shows activation in the two-dimensional reference field. The activation peak (yellow blob) corresponds to the
green object location identified as the referent in this example. Panel D depicts the spatial semantic fields with
input from the semantic templates (Panel B) aligned with the reference object location (i.e. the light blue region
in the “right” spatial semantic field represents region to the right of the green reference object).

yet to be identified, different solutions are pos-
sible [67,55]. In the present work we solve this
problem through a spatial template “shift” mech-
anism (Fig. 1D) which aligns the semantic tem-
plates with the position of the reference ob-
ject. The semantic templates are only allowed
to contribute to the spatial semantic field dy-
namics (see below) after this has occurred.

We implement this “shift” or “alignment”
of spatial semantics as a convolution of the
output of the reference field, which holds the
reference object position, with the semantic
template functions. Because the reference ob-
ject is represented by a localized activation
pattern, the convolution centers semantic weights
on the reference object location. The shift of
the semantic weights can thus be viewed as a
modulation of the synaptic connection strength
between a spatial term node and the spatial se-
mantic field according to the activation in the
reference field. Fig. 3D shows an example of
this spatial semantic alignment in which the
semantic weights are centered on the location
of the green reference object.

2.2.6 Spatial semantic fields

For the system to process spatial language about
the visual scene, spatial information about the
target object and the aligned spatial templates
must be integrated. In our model, the spatial
semantic fields provide this function (Fig. 1E)
Spatial semantic fields are neural arrays with
weak dynamical field interactions (see param-
eter values in the Attachment). Each spatial
semantic field is associated with one spatial
semantic template. Each spatial semantic field
therefore represents a single spatial relation
(“left”, “right”, “above”, or “below” in the
present implementation), Fig. 3D.

The spatial semantic fields each receive ac-
tivation from the color-space fields which spec-
ify the target location. By blending this tar-
get location information from the color-space
fields with the aligned semantic weights, the
spatial semantic fields integrate the target and
spatial term information, thereby linking spa-
tial term knowledge to the visual scene.

In addition, each spatial semantic field is
also reciprocally linked to a categorical spatial-
term node, analogous to the color-term nodes

[from: Lipinski, Sandamirskaya, Schöner, 2009]



A DFT architecture that does both 
grounding and describing

circle in the top left in the array) reflects the attentional selection of an object (the red ball in
the visual scene shown at the bottom). How spatial attention is guided by the color nodes
will be explained later. In perceptual grounding (left column), a color concept is initially
active (e.g., from language related processes) and drives visual attention to a matching
object in the scene. In describing (right column), an object is initially attended (e.g., based
on salience) and drives the activation of a matching color concept.

Lifting such notions to relations, such as the initial example of “the bookshelf is to the left
of the desk,” requires that a set of coordinated processing steps (Logan & Sadler, 1996) be
realized neurally: (a) binding each object to a role (here, the desk is the reference object, the
bookshelf is the target object); (b) centering the reference frame on the reference object; and
(c) applying a relational operator (here, “to the left of”) to the target object in that frame.

A neural process implementation of these steps requires that the following problems be
solved; they reflect fundamental constraints of neural processing that must be faced in
neural accounts of higher cognition.

Fig. 1. Schematic illustration of the processes of grounding (left column, orange arrows) and describing
(right column, violet arrows). In the top row, activation values above and below the threshold (gray line)
denote active and inactive nodes, respectively. In the middle, the activation of the two-dimensional field is
illustrated using a color-map: blue areas are below threshold; yellow areas are above threshold.

M. Richter, J. Lins, G. Sch€oner / Topics in Cognitive Science 9 (2017) 37



A neural dynamics resolves spatial language about visual scenes 3

Fig. 2. Overview of the architecture, showing the activation state when answering the
question “What is to the right of the green object?” on the scene in Fig. 1. On the right,
dynamic fields are shown as color-coded activation patterns (blue for lowest, red for
highest activation). On the left, dynamic nodes are denoted as circles with activation
levels indicated by fill color opacity. The three-dimensional perceptual field is shown
as slices through the activation pattern for the colors orange and green. Excitatory
synaptic connections are denoted by arrows, inhibitory connections by lines ending in
circles. Arrows marked with stars are patterned connections that encode concepts.

2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

[Richter, Lins et al. ICANN 2014]
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2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

color concepts

[Richter, Lins et al. ICANN 2014]

reference

spatial
concepts



A neural dynamics resolves spatial language about visual scenes 3

Fig. 2. Overview of the architecture, showing the activation state when answering the
question “What is to the right of the green object?” on the scene in Fig. 1. On the right,
dynamic fields are shown as color-coded activation patterns (blue for lowest, red for
highest activation). On the left, dynamic nodes are denoted as circles with activation
levels indicated by fill color opacity. The three-dimensional perceptual field is shown
as slices through the activation pattern for the colors orange and green. Excitatory
synaptic connections are denoted by arrows, inhibitory connections by lines ending in
circles. Arrows marked with stars are patterned connections that encode concepts.

2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

[Richter, Lins et al. ICANN 2014]
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Fig. 2. Overview of the architecture, showing the activation state when answering the
question “What is to the right of the green object?” on the scene in Fig. 1. On the right,
dynamic fields are shown as color-coded activation patterns (blue for lowest, red for
highest activation). On the left, dynamic nodes are denoted as circles with activation
levels indicated by fill color opacity. The three-dimensional perceptual field is shown
as slices through the activation pattern for the colors orange and green. Excitatory
synaptic connections are denoted by arrows, inhibitory connections by lines ending in
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2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

color grounding

[Richter, Lins et al. ICANN 2014]
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2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

[Richter, Lins et al. ICANN 2014]
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levels indicated by fill color opacity. The three-dimensional perceptual field is shown
as slices through the activation pattern for the colors orange and green. Excitatory
synaptic connections are denoted by arrows, inhibitory connections by lines ending in
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2 Methods

The DFT architecture shown in Fig. 2 can be viewed as one integrated dynami-
cal system, that combines coupled dynamics fields (DFs) supporting perception
with coupled dynamic nodes that instantiate concepts and organize sequential
processing.

2.1 Dynamic fields and dynamic nodes

DFs can be thought of as a temporally and spatially continuous form of neural
networks. Activation fields, u(x, t), over a continuous feature dimension x (e.g.,
hue or spatial position) evolve over time t according to

τ u̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
f(u(x′, t))w(x− x′) dx′,

where τ is a time constant, h < 0 is a resting level, and S(x, t) is external input.
Lateral interactions in the field are homogeneous and can be described as a

[Richter, Lins et al. ICANN 2014]
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Abstract

Resolving relational spatial phrases requires that a coherent
mapping emerges between a visual scene and a triad of two
objects and a relational term. We present a theoretical ac-
count that solves this problem based on neural principles. A
neural dynamic architecture represents perceptual information
in activation fields that make detection and selection deci-
sions through neural interaction. Activation nodes and their
connectivity to the perceptual fields represent concepts. Dy-
namic instabilities enable the autonomous sequential organi-
zation of the processing steps needed to resolve relational spa-
tial phrases. These include bringing visual objects into the at-
tentional foreground, performing spatial transformations, and
making matching decisions. We demonstrate how the neural
architecture may autonomously test different hypotheses to re-
solve relational spatial phrases. We discuss how this neural
process account relates to existing theoretical perspectives and
how to move beyond the entry point sketched here.
Keywords: spatial language; sequence generation; autonomy;
hypothesis testing; neural dynamics; Dynamic Field Theory

Introduction

Language enables humans to communicate about shared en-
vironments. For instance, I may use language to direct your
attention to an object in a visual scene. When several simi-
lar objects are visible such as in Fig. 1a, using object iden-
tity (“cup”) or feature (“red”) alone is not sufficient. A rela-
tional spatial phrase, for example “the red cup to the left of
the green cup”, resolves ambiguity in such situations. Even in
the scene in Fig. 1b, in which no object can be singled out by
feature reference, this phrase uniquely specifies one of them.
A typical relational phrase like the one above consists of a
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target (the red cup) and a reference (the green cup), relative
to which a relational term (to the left) is applied. Interpret-
ing such a phrase may require that different pairs of objects
be examined. Psychophysical evidence from visual search
tasks suggests that this happens in sequence rather than in

parallel (Logan, 1994). Selecting the reference and target ob-
ject of such a pair also appears to happen sequentially. This
is suggested by characteristic shifts of attention found using
EEG measurements (Franconeri, Scimeca, Roth, Helseth, &
Kahn, 2012), eye-tracking (Burigo & Knoeferle, 2011), and
behavioral cuing (Roth & Franconeri, 2012).

The processing steps involved in interpreting a relational
spatial phrase include binding each object to its role, cen-
tering the reference frame on the reference object, mapping
the spatial term onto this reference frame, and assessing the
match of the target object with the spatial term (Logan &
Sadler, 1996). While such discrete processing steps appear
natural in information processing terms, they require an ex-
planation in neural systems. At the population level that is
relevant to behavior, neural activity evolves continuously in
time. The flow of activation is determined by the structure of
neural networks. Flexibility is thus an achievement in neural
processing, not a given. In previous work we have provided
the basis for realizing some of these processing steps in ac-
cordance with neural principles (Lipinski, Schneegans, San-
damirskaya, Spencer, & Schöner, 2012). This work is based
on the framework of Dynamic Field Theory (DFT; Schnee-
gans & Schöner, 2008), in which activation peaks are units of
representation. The model addresses the attentive selection
of target and reference objects and proposes a neural archi-
tecture that transforms the location of the target object into a
frame centered on the reference object. Spatial terms are en-
coded relative to that frame as patterned neural connections.
While the neural processes of bringing objects into the at-
tentional foreground and activating spatial terms unfold au-
tonomously, the sequential order of these different operations
is controlled through signals from outside the system.

In this paper we provide a fully autonomous neural dy-
namic architecture that generates sequences of processing
steps to interpret and generate relational spatial language.
Within the framework of DFT, we take inspiration from ear-
lier work on the autonomous generation of behavioral se-
quences (Sandamirskaya & Schöner, 2010; Richter, San-
damirskaya, & Schöner, 2012). The key idea is that elemen-
tary processing steps are characterized by certain aspects that
can be implemented in a neural system: The neural represen-
tation of an intention drives activation in those neural struc-
tures that are relevant for executing the processing step. The
resulting changes in activation states are detected through a
condition of satisfaction, which indicates the successful com-
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Testing multiple hypotheses

We now demonstrate how the architecture can autonomously
test hypotheses and discard erroneous ones by resolving the
same phrase as above for the scene in Fig. 1b. Activation plots
are shown in Fig. 3, with additional fields that are relevant for
this more complex scenario.

As in the previous scenario, the spatial template is instan-
tiated and the potential reference objects are brought to the
attentional foreground. Faced with two green objects, the
reference field autonomously performs a selection decision,
forming a single peak for the lower green object (see snap-
shots at t1). Its location is also stored in the reference IoR
field. Note that the spatial template is visible as inhibitory
pattern in the relational CoD field at this time.

In snapshot t2, the positions of the two red objects have
been fed into the target candidates field. Their locations rel-
ative to the reference object are determined by the reference
frame shift and fed into both relational fields (CoS and CoD).

At t3, a peak forms in the relational CoD field but not in the
relational CoS field, since none of the target candidates is to
the left of the chosen reference object. This signals that target
selection has failed. The target candidates field and the ref-
erence field are inhibited, so that peaks in these field vanish.
The target and reference CoS nodes turn off, essentially reac-
tivating the associated intention nodes and restarting the task
from the beginning. However, the reference IoR field still re-
tains the memory of the previously selected reference object
location, and its inhibitory input prevents this location from
being selected again in the reference field.

At t4, the green object in the top right is established as a
new hypothesis for the reference. Subsequently, the architec-
ture identifies the correct target candidate left of that refer-
ence. The activation snapshot of the target response field at t6
shows the position of that selected target in the image.
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the scene in Fig. 1b, in which no object can be singled out by
feature reference, this phrase uniquely specifies one of them.
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target (the red cup) and a reference (the green cup), relative
to which a relational term (to the left) is applied. Interpret-
ing such a phrase may require that different pairs of objects
be examined. Psychophysical evidence from visual search
tasks suggests that this happens in sequence rather than in

parallel (Logan, 1994). Selecting the reference and target ob-
ject of such a pair also appears to happen sequentially. This
is suggested by characteristic shifts of attention found using
EEG measurements (Franconeri, Scimeca, Roth, Helseth, &
Kahn, 2012), eye-tracking (Burigo & Knoeferle, 2011), and
behavioral cuing (Roth & Franconeri, 2012).

The processing steps involved in interpreting a relational
spatial phrase include binding each object to its role, cen-
tering the reference frame on the reference object, mapping
the spatial term onto this reference frame, and assessing the
match of the target object with the spatial term (Logan &
Sadler, 1996). While such discrete processing steps appear
natural in information processing terms, they require an ex-
planation in neural systems. At the population level that is
relevant to behavior, neural activity evolves continuously in
time. The flow of activation is determined by the structure of
neural networks. Flexibility is thus an achievement in neural
processing, not a given. In previous work we have provided
the basis for realizing some of these processing steps in ac-
cordance with neural principles (Lipinski, Schneegans, San-
damirskaya, Spencer, & Schöner, 2012). This work is based
on the framework of Dynamic Field Theory (DFT; Schnee-
gans & Schöner, 2008), in which activation peaks are units of
representation. The model addresses the attentive selection
of target and reference objects and proposes a neural archi-
tecture that transforms the location of the target object into a
frame centered on the reference object. Spatial terms are en-
coded relative to that frame as patterned neural connections.
While the neural processes of bringing objects into the at-
tentional foreground and activating spatial terms unfold au-
tonomously, the sequential order of these different operations
is controlled through signals from outside the system.

In this paper we provide a fully autonomous neural dy-
namic architecture that generates sequences of processing
steps to interpret and generate relational spatial language.
Within the framework of DFT, we take inspiration from ear-
lier work on the autonomous generation of behavioral se-
quences (Sandamirskaya & Schöner, 2010; Richter, San-
damirskaya, & Schöner, 2012). The key idea is that elemen-
tary processing steps are characterized by certain aspects that
can be implemented in a neural system: The neural represen-
tation of an intention drives activation in those neural struc-
tures that are relevant for executing the processing step. The
resulting changes in activation states are detected through a
condition of satisfaction, which indicates the successful com-
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field. Note that the spatial template is visible as inhibitory
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location, and its inhibitory input prevents this location from
being selected again in the reference field.

At t4, the green object in the top right is established as a
new hypothesis for the reference. Subsequently, the architec-
ture identifies the correct target candidate left of that refer-
ence. The activation snapshot of the target response field at t6
shows the position of that selected target in the image.
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attention to an object in a visual scene. When several simi-
lar objects are visible such as in Fig. 1a, using object iden-
tity (“cup”) or feature (“red”) alone is not sufficient. A rela-
tional spatial phrase, for example “the red cup to the left of
the green cup”, resolves ambiguity in such situations. Even in
the scene in Fig. 1b, in which no object can be singled out by
feature reference, this phrase uniquely specifies one of them.
A typical relational phrase like the one above consists of a
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target (the red cup) and a reference (the green cup), relative
to which a relational term (to the left) is applied. Interpret-
ing such a phrase may require that different pairs of objects
be examined. Psychophysical evidence from visual search
tasks suggests that this happens in sequence rather than in

parallel (Logan, 1994). Selecting the reference and target ob-
ject of such a pair also appears to happen sequentially. This
is suggested by characteristic shifts of attention found using
EEG measurements (Franconeri, Scimeca, Roth, Helseth, &
Kahn, 2012), eye-tracking (Burigo & Knoeferle, 2011), and
behavioral cuing (Roth & Franconeri, 2012).

The processing steps involved in interpreting a relational
spatial phrase include binding each object to its role, cen-
tering the reference frame on the reference object, mapping
the spatial term onto this reference frame, and assessing the
match of the target object with the spatial term (Logan &
Sadler, 1996). While such discrete processing steps appear
natural in information processing terms, they require an ex-
planation in neural systems. At the population level that is
relevant to behavior, neural activity evolves continuously in
time. The flow of activation is determined by the structure of
neural networks. Flexibility is thus an achievement in neural
processing, not a given. In previous work we have provided
the basis for realizing some of these processing steps in ac-
cordance with neural principles (Lipinski, Schneegans, San-
damirskaya, Spencer, & Schöner, 2012). This work is based
on the framework of Dynamic Field Theory (DFT; Schnee-
gans & Schöner, 2008), in which activation peaks are units of
representation. The model addresses the attentive selection
of target and reference objects and proposes a neural archi-
tecture that transforms the location of the target object into a
frame centered on the reference object. Spatial terms are en-
coded relative to that frame as patterned neural connections.
While the neural processes of bringing objects into the at-
tentional foreground and activating spatial terms unfold au-
tonomously, the sequential order of these different operations
is controlled through signals from outside the system.

In this paper we provide a fully autonomous neural dy-
namic architecture that generates sequences of processing
steps to interpret and generate relational spatial language.
Within the framework of DFT, we take inspiration from ear-
lier work on the autonomous generation of behavioral se-
quences (Sandamirskaya & Schöner, 2010; Richter, San-
damirskaya, & Schöner, 2012). The key idea is that elemen-
tary processing steps are characterized by certain aspects that
can be implemented in a neural system: The neural represen-
tation of an intention drives activation in those neural struc-
tures that are relevant for executing the processing step. The
resulting changes in activation states are detected through a
condition of satisfaction, which indicates the successful com-
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Testing multiple hypotheses

We now demonstrate how the architecture can autonomously
test hypotheses and discard erroneous ones by resolving the
same phrase as above for the scene in Fig. 1b. Activation plots
are shown in Fig. 3, with additional fields that are relevant for
this more complex scenario.

As in the previous scenario, the spatial template is instan-
tiated and the potential reference objects are brought to the
attentional foreground. Faced with two green objects, the
reference field autonomously performs a selection decision,
forming a single peak for the lower green object (see snap-
shots at t1). Its location is also stored in the reference IoR
field. Note that the spatial template is visible as inhibitory
pattern in the relational CoD field at this time.

In snapshot t2, the positions of the two red objects have
been fed into the target candidates field. Their locations rel-
ative to the reference object are determined by the reference
frame shift and fed into both relational fields (CoS and CoD).

At t3, a peak forms in the relational CoD field but not in the
relational CoS field, since none of the target candidates is to
the left of the chosen reference object. This signals that target
selection has failed. The target candidates field and the ref-
erence field are inhibited, so that peaks in these field vanish.
The target and reference CoS nodes turn off, essentially reac-
tivating the associated intention nodes and restarting the task
from the beginning. However, the reference IoR field still re-
tains the memory of the previously selected reference object
location, and its inhibitory input prevents this location from
being selected again in the reference field.

At t4, the green object in the top right is established as a
new hypothesis for the reference. Subsequently, the architec-
ture identifies the correct target candidate left of that refer-
ence. The activation snapshot of the target response field at t6
shows the position of that selected target in the image.
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attention to an object in a visual scene. When several simi-
lar objects are visible such as in Fig. 1a, using object iden-
tity (“cup”) or feature (“red”) alone is not sufficient. A rela-
tional spatial phrase, for example “the red cup to the left of
the green cup”, resolves ambiguity in such situations. Even in
the scene in Fig. 1b, in which no object can be singled out by
feature reference, this phrase uniquely specifies one of them.
A typical relational phrase like the one above consists of a
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target (the red cup) and a reference (the green cup), relative
to which a relational term (to the left) is applied. Interpret-
ing such a phrase may require that different pairs of objects
be examined. Psychophysical evidence from visual search
tasks suggests that this happens in sequence rather than in

parallel (Logan, 1994). Selecting the reference and target ob-
ject of such a pair also appears to happen sequentially. This
is suggested by characteristic shifts of attention found using
EEG measurements (Franconeri, Scimeca, Roth, Helseth, &
Kahn, 2012), eye-tracking (Burigo & Knoeferle, 2011), and
behavioral cuing (Roth & Franconeri, 2012).

The processing steps involved in interpreting a relational
spatial phrase include binding each object to its role, cen-
tering the reference frame on the reference object, mapping
the spatial term onto this reference frame, and assessing the
match of the target object with the spatial term (Logan &
Sadler, 1996). While such discrete processing steps appear
natural in information processing terms, they require an ex-
planation in neural systems. At the population level that is
relevant to behavior, neural activity evolves continuously in
time. The flow of activation is determined by the structure of
neural networks. Flexibility is thus an achievement in neural
processing, not a given. In previous work we have provided
the basis for realizing some of these processing steps in ac-
cordance with neural principles (Lipinski, Schneegans, San-
damirskaya, Spencer, & Schöner, 2012). This work is based
on the framework of Dynamic Field Theory (DFT; Schnee-
gans & Schöner, 2008), in which activation peaks are units of
representation. The model addresses the attentive selection
of target and reference objects and proposes a neural archi-
tecture that transforms the location of the target object into a
frame centered on the reference object. Spatial terms are en-
coded relative to that frame as patterned neural connections.
While the neural processes of bringing objects into the at-
tentional foreground and activating spatial terms unfold au-
tonomously, the sequential order of these different operations
is controlled through signals from outside the system.

In this paper we provide a fully autonomous neural dy-
namic architecture that generates sequences of processing
steps to interpret and generate relational spatial language.
Within the framework of DFT, we take inspiration from ear-
lier work on the autonomous generation of behavioral se-
quences (Sandamirskaya & Schöner, 2010; Richter, San-
damirskaya, & Schöner, 2012). The key idea is that elemen-
tary processing steps are characterized by certain aspects that
can be implemented in a neural system: The neural represen-
tation of an intention drives activation in those neural struc-
tures that are relevant for executing the processing step. The
resulting changes in activation states are detected through a
condition of satisfaction, which indicates the successful com-
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are shown in Fig. 3, with additional fields that are relevant for
this more complex scenario.
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tiated and the potential reference objects are brought to the
attentional foreground. Faced with two green objects, the
reference field autonomously performs a selection decision,
forming a single peak for the lower green object (see snap-
shots at t1). Its location is also stored in the reference IoR
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In snapshot t2, the positions of the two red objects have
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ative to the reference object are determined by the reference
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At t3, a peak forms in the relational CoD field but not in the
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the left of the chosen reference object. This signals that target
selection has failed. The target candidates field and the ref-
erence field are inhibited, so that peaks in these field vanish.
The target and reference CoS nodes turn off, essentially reac-
tivating the associated intention nodes and restarting the task
from the beginning. However, the reference IoR field still re-
tains the memory of the previously selected reference object
location, and its inhibitory input prevents this location from
being selected again in the reference field.

At t4, the green object in the top right is established as a
new hypothesis for the reference. Subsequently, the architec-
ture identifies the correct target candidate left of that refer-
ence. The activation snapshot of the target response field at t6
shows the position of that selected target in the image.
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vironments. For instance, I may use language to direct your
attention to an object in a visual scene. When several simi-
lar objects are visible such as in Fig. 1a, using object iden-
tity (“cup”) or feature (“red”) alone is not sufficient. A rela-
tional spatial phrase, for example “the red cup to the left of
the green cup”, resolves ambiguity in such situations. Even in
the scene in Fig. 1b, in which no object can be singled out by
feature reference, this phrase uniquely specifies one of them.
A typical relational phrase like the one above consists of a
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target (the red cup) and a reference (the green cup), relative
to which a relational term (to the left) is applied. Interpret-
ing such a phrase may require that different pairs of objects
be examined. Psychophysical evidence from visual search
tasks suggests that this happens in sequence rather than in

parallel (Logan, 1994). Selecting the reference and target ob-
ject of such a pair also appears to happen sequentially. This
is suggested by characteristic shifts of attention found using
EEG measurements (Franconeri, Scimeca, Roth, Helseth, &
Kahn, 2012), eye-tracking (Burigo & Knoeferle, 2011), and
behavioral cuing (Roth & Franconeri, 2012).

The processing steps involved in interpreting a relational
spatial phrase include binding each object to its role, cen-
tering the reference frame on the reference object, mapping
the spatial term onto this reference frame, and assessing the
match of the target object with the spatial term (Logan &
Sadler, 1996). While such discrete processing steps appear
natural in information processing terms, they require an ex-
planation in neural systems. At the population level that is
relevant to behavior, neural activity evolves continuously in
time. The flow of activation is determined by the structure of
neural networks. Flexibility is thus an achievement in neural
processing, not a given. In previous work we have provided
the basis for realizing some of these processing steps in ac-
cordance with neural principles (Lipinski, Schneegans, San-
damirskaya, Spencer, & Schöner, 2012). This work is based
on the framework of Dynamic Field Theory (DFT; Schnee-
gans & Schöner, 2008), in which activation peaks are units of
representation. The model addresses the attentive selection
of target and reference objects and proposes a neural archi-
tecture that transforms the location of the target object into a
frame centered on the reference object. Spatial terms are en-
coded relative to that frame as patterned neural connections.
While the neural processes of bringing objects into the at-
tentional foreground and activating spatial terms unfold au-
tonomously, the sequential order of these different operations
is controlled through signals from outside the system.

In this paper we provide a fully autonomous neural dy-
namic architecture that generates sequences of processing
steps to interpret and generate relational spatial language.
Within the framework of DFT, we take inspiration from ear-
lier work on the autonomous generation of behavioral se-
quences (Sandamirskaya & Schöner, 2010; Richter, San-
damirskaya, & Schöner, 2012). The key idea is that elemen-
tary processing steps are characterized by certain aspects that
can be implemented in a neural system: The neural represen-
tation of an intention drives activation in those neural struc-
tures that are relevant for executing the processing step. The
resulting changes in activation states are detected through a
condition of satisfaction, which indicates the successful com-
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into the reference and target field and enable these fields to track moving objects even if
spatial attention is currently focused elsewhere.

3.2. Attention

The core of the attentional system consists of two three-dimensional attention fields.
They are defined over the same dimensions as the two perception fields, but their activa-
tion remains below threshold unless additional input arrives from a feature attention field
or a spatial attention field.

Fig. 2. Architecture with activation snapshots while it is generating a phrase about a video. Fields are shown
as color-coded activation patterns; for three-dimensional fields, two-dimensional slices are shown. Node acti-
vation is denoted in opacity-coded circles. Spatial templates are illustrated as color-coded weight patterns
(bottom left). Excitatory synaptic connections are denoted by lines with arrowheads, inhibitory connections
by lines ending in circles. Transformations to and from polar coordinates are marked with a “T.” Steerable
neural mappings are denoted as diamonds.
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into the reference and target field and enable these fields to track moving objects even if
spatial attention is currently focused elsewhere.

3.2. Attention

The core of the attentional system consists of two three-dimensional attention fields.
They are defined over the same dimensions as the two perception fields, but their activa-
tion remains below threshold unless additional input arrives from a feature attention field
or a spatial attention field.

Fig. 2. Architecture with activation snapshots while it is generating a phrase about a video. Fields are shown
as color-coded activation patterns; for three-dimensional fields, two-dimensional slices are shown. Node acti-
vation is denoted in opacity-coded circles. Spatial templates are illustrated as color-coded weight patterns
(bottom left). Excitatory synaptic connections are denoted by lines with arrowheads, inhibitory connections
by lines ending in circles. Transformations to and from polar coordinates are marked with a “T.” Steerable
neural mappings are denoted as diamonds.
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Figure 4: Grounding the phrase “the red object moving rightward” in a scene with a unique target. ‘Video’
panel: Movement direction of objects is denoted by gray arrows. ‘Target color’ and ‘target motion’ panels:
Activation of production nodes is shown by opaque bars, activation of memory nodes by transparent bars.
‘Color/space attention’ and ‘motion/space attention’ panels: Three-dimensional activation is projected
onto two-dimensional space for plotting.
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Figure 6: Generating a description of an object using a movement relation with respect to a second object.
See Figure 4 for details.
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Conclusion

… higher dimensional fields

arranged in architectures… 

deliver higher cognitive functions

such as perceptual grounding, and describing 
scenes


