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Cognition in the wild…



attention/gaze

active perception/working 
memory

action plans/decisions/ 
sequences

goal orientation

motor control 

background knowledge

learning from experience



=> implied properties of the 
underlying neural processes 

graded state 

continuous time 

continuous/intermittent 
link to the sensory and 
motor surfaces 

from which discrete events 
and categorical behavior 
emerge

in closed loop

=> states must be stable



Embodiment hypothesis

all cognition is like soccer 
playing = has the properties 
of embodied cognition

=> there is no particular 
boundary up to which 
cognition is embodied and 
beyond which it is 
computational/symbolic



Closed loop => dynamics

behavioral dynamics
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What does “neural dynamics” mean?

Neurons as input-output threshold elements 
that form feed-forward neural networks
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is uniquely represented by a particular rate of neural firing. In general, however, the map is 
invertible, so that a many-to-one mapping may result. This is the case, for instance, when dif-
ferent patterns of input are mapped onto the same “response.” Still, information-theoretical 
terms are sometimes used to characterize such networks by saying that the output neurons 
“encode” particular patterns of input, perhaps with a certain degree of invariance, so that a 
set of changes in the input pattern do not affect the output. A whole field of connectionism or 
neural network theory is devoted to finding ways of how to learn these forward mappings from 
examples. An important part of that theory is the proof that certain classes of learning meth-
ods make such networks universal approximators; that is, they are capable of instantiating any 
reasonably behaved mapping from one space to another (Haykin, 2008). In this characterization 
of a feed-forward neural network, time does not matter. Any time course of the input pattern 
will be reflected in a corresponding time course in the output pattern. The output depends only 
on the current input, not on past inputs or on past levels of the output or the hidden neurons.

A recurrent network such as the one illustrated in Figure 1.3 cannot be characterized by 
such an input–output mapping. In a recurrent network, loops of connectivity can be found so 
that one particular neuron (e.g., u4 in the figure) may provide input to other neurons (e.g., u6), 
but also conversely receive input from those other neurons either directly (u6) or through some 
other intermediate steps (e.g., through u6 and u5 or through the chain from u6 to u5 to u2 to u4).  
The output cannot be computed from the input value because it depends on itself! Recurrence 
of this kind is common in the central nervous system, as shown empirically through methods 
of quantitative neuroanatomy (Braitenberg and Schüz, 1991).

To make sense of recurrent neural networks, the notion of time is needed, at least in some 
rudimentary form. For instance, neural processing in such a network may be thought of as 
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FIGURE 1.2: In this sketch of a feed-forward neural network, activation variables, u1 to u6 , are symbolized by the 
circles. Inputs from the sensory surface, s1 to s3, are represented by arrows. Arrows also represent connections where 
the output of one activation variable is input to another. Connections are ordered such that there are no closed loops 
in the network.
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FIGURE 1.3: Same sketch as in Figure 1.2, but now with additional connections that create loops of connectivity, 
making this a recurrent neural network.
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What does “neural dynamics” mean?

recurrent neural networks 
require a concept of time 

time is not discrete (spiking is 
asynchronous) => neural 
dynamics…

requires a concept of 
activation state, u (membrane 
potential, spiking rate) 

output(t)

input(t)

output(t+1) 

·u(t) = − u(t) + h + input(t) + g(u(t))



Dynamic fields

continously many 
neurons… dynamic fields

dimensions defined 
through the forward 
connectivity from 
sensory surfaces

e.g., feature maps…

activation
field

input from the
sensory surface

dimension

dimension



Dynamic fiels

dimensions may also 
reflect output to 
motor surfaces… => 
behavioral dynamics

e.g., through peripheral 
reflex loops

motor 
dimension, r

activation
field, u(r)

motor
state, r

dr/dt



Dynamic Fields

regular recurrent connectivity (interaction) leads to 
localized activation patterns as attractor states: 

stabilized by excitatory coupling against decay

stabilized by inhibitory coupling against diffusive spread

dimension, x

local excitation: stabilizes
peaks against decay

global inhibition: stabilizes 
peaks against diffusion

input

activation field u(x)

S(u)

u



theory of behavior and thinking… 
emergence from the sensory-motor domain 

process accounts based on neural principles 

naturalistic tasks that connect to elementary 
behaviors and elementary forms of cognition 

Theoretical research program



Experimental research program

look for behavioral signatures of the 
postulated neural principles 

e.g. metric effects, role of time, context, online updating

study links between different domains 



Robotic research program

autonomous robots: actively generate 
behavior, initiating, selecting, 
terminating actions based on the 
system’s own perceptual processes

use autonomous robots as heuristic 
devices to demonstrate process 
accounts 



What contents do you learn?

elements of embodied cognition
detection decisions

selection decisions

working memory for metric information 

memory trace 



What contents do you learn?

theoretical concepts
behavioral dynamics  

neural dynamics

dynamic neural fields

Dynamic Field Theory



What contents do you learn?

neural foundations 
rate code, neural maps 

population code 

neurophysics 



What contents do you learn?

mathematic concepts
dynamical systems

stability, attractors, instabilities 

numerical solution of differential equations 



What contents do you learn?

theory-experiment relationships
accounting for neural and behavioral data 

accounting for behavior in process models 



What contents do you learn?

robotic and simulated behavior 
as a heuristic tool

to demonstrate function from neural dynamics 

to uncover overlooked problems



What skills do you learn?

academic skills
read and understand scientific texts 

write technical texts, using mathematical concepts and 
illustrations 



What skills do you learn?

mathematical skills
conceptual understanding of dynamical systems

capacity to read differential equations and illustrate them 

perform “mental simulation” of differential equations

use numerical simulation to test ideas about an equation



What skills do you learn?

interdisciplinary skills
handle concepts from a different discipline

handle things that you don’t understand 

sharpen sense of what you understand and what not 


