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Embodied cognition

Properties of sensorimotor 
processes

continuous link to the sensory and motor 
surfaces 

temporal continuity in state 

stabilization of states against sensor and 
motor noise

unfolding of processes in closed loop with 
the environment

sensitive to the structure of the 
environment



Embodied cognition

Embodied cognition emerges 
from sensorimotor processes

through decision making 

working memory 

autonomous sequence generation

achieving invariance through coordinate 
transforms 



Neural dynamics 
hypothesis

embodied cognition 

unfolds continuously in time

with internal closed loops: prediction/planning

in closed loops with the environment 

=> embodied cognition requires stability 

embodied cognitive processes must be 
characterized as dynamical systems

behavioral dynamics

neural dynamics 



Five things needed to generate behavior 

source structured
environment

intensity

activation

wheel
motion

activation
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system

body
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system

intensity

sensors

motors

linked by a 
nervous system

linked physically 
by a body
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structured 
environment



Emergent behavior: this 
is a dynamics

feedforward nervous system

+ closed loop through 
environment

=> (behavioral) dynamics

heading
direction

heading
direction

differences in 
intensity
left-right

intensity

heading
direction

turning rate
of vehicle

differences in 
intensity
left-right

source

differences in 
turning rate 
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that generate 
cognition: internal 
decisions… 

bifurcations => 
different cognitive 
regimes

source1 source2

Internal loops generate neural dynamics



Activation

neural state variable activation

linked to membrane potential of neurons in some accounts

linked to spiking rate in our account

through: population activation...  (later)



Activation

activation as a real number, 
abstracting from biophysical details

low levels of activation: not transmitted to 
other systems (e.g., to motor systems)

high levels of activation: transmitted to other 
systems

as described by sigmoidal threshold function 

zero activation defined as threshold of that 
function 
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Activation dynamics

activation evolves in continuous time

no evidence for a discretization of time, for spike timing to 
matter for behavior



Neural dynamics
stationary state=fixed point= constant solution

stable fixed point: nearby solutions converge to the 
fixed point=attractor

du(t)

dt
= u̇(t) = �u(t) + h (h < 0)

du/dt = f(u)

u

resting
level

vector-field



Neural dynamics

attractor structures ensemble of solutions=flow

⌧ u̇(t) = �u(t) + h

du/dt = f(u)

u

resting
level

vector-field
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Neuronal dynamics

inputs=contributions to 
the rate of change

positive: excitatory

negative: inhibitory

=> shifts the attractor

activation tracks this 
shift (stability)

⌧ u̇(t) = �u(t) + h + inputs(t)

u

h+s

input, s

resting
level, h 

du/dt

time, t

u(t)

resting level, h

g(u(t))

input, s



⇥ u̇(t) = �u(t) + h + S(t) + c�(u(t))

Neuronal dynamics with self-excitation

stimulus

input

output

self-excitationu c
s



⇥ u̇(t) = �u(t) + h + S(t) + c�(u(t))

Neuronal dynamics with self-excitation
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du/dt 
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stimulus input

Neuronal dynamics with self-excitation

u 

du/dt 

resting
level, h

input strength

⇥ u̇(t) = �u(t) + h + S(t) + c�(u(t))



Neuronal dynamics with competition

stimulus

input

output

u1
inhibitory coupling

output

u2

⌧ u̇1(t) = �u1(t) + h� �(u2(t)) + S1

⌧ u̇2(t) = �u2(t) + h� �(u1(t)) + S2



Neuronal dynamics with competition
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… toward fields

define field is over the continuous stimulus 
dimension

… as dictated by input/output connectivity… 
activation
field

input from the
sensory surface

dimension

dimension



activation fields

define activation fields over continuous spaces

homologous to sensory surfaces, e.g., visual or auditory space 
(retinal, allocentric, ...)

homologous to motor surfaces, e.g., saccadic end-points or 
direction of movement of the end-effector in outer space

feature spaces, e.g., localized visual orientations, color, 
impedance, ...

abstract spaces, e.g., ordinal space, along which serial order is 
represented 

e.g., space, movement 
parameters, feature 
dimensions, viewing 

parameters, ...

dimension

activation
field

metric contents

information, probability, certainty



Example motion perception: 
space of possible percepts 
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Example: movement planning: 
space of possible actions

movement
direction

movement
amplitude

activation

movem
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direct
ion

movement
amplitude

0



Distribution of Population Activation (DPA)
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response
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Neural dynamics of 
activation fields is 
structured so that 
localized peaks are 

attractors
movement 

parameter

time

activation

preshaped
field

specific input
arrives

dimension, x

local excitation: stabilizes
peaks against decay

global inhibition: stabilizes 
peaks against diffusion

input

activation field u(x)

S(u)

u



mathematical formalization
Amari equation

⌧ u̇(x, t) = �u(x, t) + h + S(x, t) +
Z

w(x� x0)�(u(x0, t)) dx0

where

• time scale is ⌧

• resting level is h < 0

• input is S(x, t)

• interaction kernel is

w(x� x0) = wi + we exp

"

�(x� x0)2

2�2
i

#

• sigmoidal nonlinearity is

�(u) =
1

1 + exp[��(u� u0)]

1



Relationship to the dynamics of 
discrete activation variables

self-
excitation

mutual
inhibition
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u(x)

u1 u2
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self-
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Detection 
instability
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the detection instability helps 
stabilize decisions

threshold piercing detection instability
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selection 
instability

input

activation
field

input

dimension

activation
field

input

activation
field

dimension

dimension



stabilizing selection decisions



input

input

saccadic 

end-point

targets

targets

saccadic 

end-point

activation field

activation fieldactivation

field

[after Kopecz, Schöner: Biol Cybern 73:49 (95)]
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reaction time (RT) paradigm

time

imperative 
signal=
go signal

response

RT

task set



notion of preshape
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metric effect

predict faster response 
times for metrically close 
than for metrically far 
choices
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experiment:  
metric effect

[McDowell, Jeka, Schöner ]



categorical responding

based on strong 
preshape and boost-
driven detection 
instability 



Memory instability
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1977; Compte et al., 2000, for neural network models that use
similar dynamics).

Considered together, the layers in Figure 3 capture the real-time
processes that underlie performance on a single spatial recall trial.
At the start of the trial, the only activation in the perceptual field
is at the location associated with the perceived reference axis (see
highlighted reference input in Figure 3a). This is a weak input and
is not strong enough to generate a self-sustaining peak in the
SWM field, though it does create an activation peak in the
perceptual field (PFobj). Note that this input to the model is
assumed to be generated by relatively low-level neural pro-
cesses that extract symmetry using the visible edges of the task
space (for evidence that symmetry axes are perceived as weak
lines, see Li & Westheimer, 1997). We have not included the
visible edges in simulations of the model because they are quite
far from the target locations probed in our experiments. Given
that neural interactions in the DFT depend on metric separation,
these additional inputs far from the targets would have negli-
gible consequences.

The next event in the simulation in Figure 3a is the target
presentation. This event creates a strong peak in PFobj (see target
input in Figure 3a) which drives up activation at associated sites in
the SWM field (SWMobj). When the target turns off, the target
activation in PFobj dies out, but the target-related peak of activation
remains active in SWMobj. In addition, activation from the refer-
ence axis continues to influence PFobj because the reference axis is
supported by readily available perceptual cues (see peak in PFobj

during the delay).
Central to the DFT account of geometric biases is how the

reference-related perceptual input affects neurons in the working
memory field during the delay. Figure 3c shows a time slice of the
SWMobj field at the end of the delay. As can be seen in the figure,
the working memory peak has slightly lower activation on the left
side. This lower activation is due to the strong inhibition around
midline created by the reference-related peak in PFobj (see high-

lighted reference input in Figures 3a & 3c). The greater inhibition
on the left side of the peak in SWM effectively “pushes” the peak
away from midline during the delay, that is, the maximal activity
in SWM at the end of the trial is shifted to the right of the actual
target location (for additional behavioral signatures of these inhib-
itory interactions, see Simmering et al., 2006). Note that working
memory peaks are not always dominated by inhibition as in Figure
3c. For instance, if the working memory peak were positioned very
close to or aligned with midline (location 0), it would be either
attracted toward or stabilized by the excitatory reference input.
This hints at how the DFT accounts for developmental changes in
geometric biases.

A simulation of the model with “child” parameters is shown in
Figure 3b. This simulation is the same as the adult simulation in
Figure 3a, except the interaction among neurons within each field
and the projections between the fields have been scaled according
to the spatial precision hypothesis: the neural interactions within
the SWMobj and PFobj fields are weaker (relative to the adult
parameters), the widths of the projections between the fields are
broader, and the excitatory and inhibitory projections are
weaker (for a more detailed discussion see below). As can be
seen in Figure 3b, these changes in interaction result in a
broader peak in the SWMobj field. Additionally, the reference
input is broader and weaker to reflect young children’s diffi-
culty with reference frame calibration, that is, their ability to
stably align and realign egocentric and allocentric reference
frames (see Spencer et al., 2007). The result of these changes is
that neural interactions in PFobj are not strong enough to build
a reference-related peak during the delay. Consequently,
SWMobj is only influenced by the broad excitatory input from
detection of midline in the task space and the SWMobj peak
drifts toward the reference axis instead of away from the axis.

The simulations in Figure 3 demonstrate that the spatial preci-
sion hypothesis and the DFT can capture the general pattern of
geometric biases in early development and later development, but

Figure 4. Apparatus used for spaceship task. Inset shows sample target locations relative to the starting point.
Targets are projected onto the table from beneath and responses are recorded using an Optotrak movement
analysis system. Note that the lights in the room are turned on for the photograph. During the experiment the
lights were dimmed, and the table appeared black.
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a source of excitatory input, S n 0, then the resulting stable 

state of the activation dynamics 

!d,(><t)?dt = p,(><t) + h + S(>) 

is ,(>) = h + S(>), the level at which positive and negative 

rates of change balance so that d,?dt = 0. Note that ! is a 

parameter that fixes the time scale of the activation field.  

When the rate of change of activation at a field site, >, 

depends not only on the activation level, ,(><t)< and current 

inputs, S(>), but also on the activation levels, ,(>A< t), at 

other field sites, >A, then the activation dynamics are 

interactive. Locally excitatory interaction is described by a 

kernel, 5(>->A), such that 

!d,(><t)?dt = p,(><t) + h + S(><t) + ! d>A5(>p

>A)!(,(>A<t)) 

Only sufficiently activated sites, >A, contribute to interaction. 

This is expressed by passing activation level through a 

sigmoidal function: 

!(,) = 1/(1 + exp(p",)) 

Such threshold functions are necessarily non-linear and are 

the basis for the bi-stability that structures the activation 

dynamics. Because cortical neurons never project both 

excitatorily and inhibitorily onto targets, the inhibitory 

lateral interaction must be mediated through an ensemble of 

interneurons. A generic formulation (Amari & Arbib, 1977) 

is to introduce a second, inhibitory activation field, v(><t), 

which receives input from the excitatory activation field, 

,(><t), and in turn inhibits that field: 

!, d,(><t)?dt = p,(><t) + h, + S(><t) + ! d>A5(>p

>A)!(,(>A<t)) pc ! d>A5i(>p>A)!(v(>A<t)) 

!v dv(><t)?dt = pv(><t) + hv + ! d>A5(>p>A)!(,(>A<t)) 

Stabilizing the contents of working memory via 

spatial categories. The set of equations above describes a 

neurally-plausible bi-stable network for SWM. Although 

sustained activation peaks in this network are stably in the 

“on” state, they are inherently unstable with respect to the 

metric information they represent. One manifestation of this 

metric instability is the “drift” of sustained peaks under the 

influence of noisy inputs that are common in the nervous 

system (Compte et al., 2000). Peak drift can also be induced 

by small, localized input gradients into the excitatory layer 

of the field which attract sustained peaks if they are 

positioned sufficiently close to the gradient (Amari & Arbib, 

1977). Conversely, small localized inputs into the inhibitory 

layer cause peaks to drift away from the input gradient.  

How might such gradients arise? A specific mechanism 

is through long-term memory traces of activation patterns. 

Whenever and wherever above threshold activation is 

present in WM, traces of activation can be slowly built up. 

This can be modeled through a simple linear activation 

dynamics of an additional set of fields—the LTM fields—

which receive inputs from the corresponding layers of WM. 

Conversely, LTM traces feed back as excitatory inputs into 

the corresponding layers of WM: 

!traced,trace?dt = p,trace + !(,); 

!tracedvtrace?dt = pvtrace + !(v); 

!,d,?dt = s + c,<trace,trace + noise 

!vd,?dt = s + cv<tracevtrace + noise 

A LTM trace of the excitatory layer will generate a 

small source of input that stabilizes WM peaks near the 

locations at which peaks have been activated earlier. Such 

excitatory memory traces form the neural substrate of 

spatial categories. Conversely, LTM traces of the inhibitory 

layer will generate a source of input that repels memory 

items from field sites that have been activated earlier. Such 

traces provide long-term discriminative information, 

amplifying activation differences based on past experiences. 

If excitatory memory traces are the substrate from which 

spatial categories are built, then inhibitory memory traces 

maximize the differences between categories.  

Spdating and re-establishing reference frames. To 

this point, we have described a neural mechanism for SWM 

and spatial categories but have remained vague on the 
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    Figure 1. The DNFT.           Figure 2. Simulations of data from Spencer & Hund (2003) 
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[Spencer, 
Schöner, 
2006]

repulsion from mid-line



activation leaves a trace that 
may influence the activation 
dynamics later… 

a simplest form of learning

relevant in DFT because the 
detection instability may 
amplify the slightly 
inhomogeneous activation 
patterns induced by the 
memory trace into peaks of 
activation

The memory trace



memory trace reflects history of 
decisions formation
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[Dinveva, Schöner, Dev. Science 2007]
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that is because 
reaches to B on A 
trials leave memory 
trace at B

spontaneous
error correct on B!

DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]



From neural to behavioral dynamics
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From neural to behavioral dynamics
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New functions from higher-
dimensional fields

visual search: combine ridge 
input with 2D input.. 

Visual Search
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Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 14 / 37

[Slides adapted from Sebastian Schneegans, 
see Schneegans,  Lins, Spencer, Chapter 5 of Dynamic Field Theory-A Primer, OUP, 2015]



New functions from higher-
dimensional fields

peaks at intersections of 
ridges: bind two dimensions

Ridge Intersections
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[Slides adapted from Sebastian Schneegans, 
see Schneegans,  Lins, Spencer, Chapter 5 of Dynamic Field Theory-A Primer, OUP, 2015]



New functions from higher-dimensional 
fields: coordinate transformsDNF Mechanism for Reference Frame Transformation
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[Slides adapted from Sebastian Schneegans, 
see Schneegans,  Chapter 7 of Dynamic Field Theory-A Primer, OUP, 2015]



Toward higher cognition: 
Grounding spatial concepts

bring objects into foreground

make coordinate transformation

apply comparison operators

����������	
���
����
��������
�
�����������������
;=

��������	�� '�+	'�(��$�>��� ��#(!�$&	'�	"�'�!��$�"� '�(��������(�$'!	'�(��?%��	��"�,	-�$)(0$�')��

 	��!	���&�'�#(!�')�$�'	$5%��	��"$�,*-/,#-�$)(0�	 '�+�'��
�$'!�*�'�(�$�	'�
�##�!��'�&(��'$����')��'	$5%�

���"
�	 '�+�'��"�+�"$�	!�� ("(!/ (
�
�,
	!5�*"���@�"(0�$'�	 '�+�'�4�
	!5�!�
�@�)��)�$'�	 '�+�'�-%�

� '�+�'��(#�
�$ !�'���(
�$�, �! "�$-��$� (
�
�*��"��)'��$$�,
	!5�!�$)	
�$�@�)��)�!�	 '�+�'�-%��)��

	 '�+�'�����')��)��)/
����$�(�	"�'!	�$#(!�	'�(��#��"
�,�!���!)(�*�$-��$��('�!�&!�$��'�
%��("


7"�#'8

7!��)'8

7	*(+�8

7*�"(08

7�!���8

�	!��' ��#�!�� �

�*6� '/ ��'�!�


�(($'

7*"��87!�
8, -

,	- 7�!���8 7*"��87!�
8,*-

7"�#'8

7!��)'8

7	*(+�8

7*�"(08

7�!���8

�	!��' ��#�!�� �

�*6� '/ ��'�!�


7*"��87!�
8,
-

�(($'

7"�#'8

7!��)'8

7	*(+�8

7*�"(08

7�!���8

�	!��' ��#�!�� �

�*6� '/ ��'�!�


7*"��87!�
8,�-

7"�#'8

7!��)'8

7	*(+�8

7*�"(08

7�!���8

�	!��' ��#�!�� �

�*6� '/ ��'�!�


7*"��87!�
8,#-

�
(
(
$'
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Sequences: Condition of Satisfaction

movement to be executed, and d = xtarget − xreal is the
remaining distance.

To summarize, a single timed movement consists of
three separate behaviors: the postural, movement, and
update behavior. In order to function properly, these be-
haviors must be activated and deactivated in the correct
sequence: the initial position must be memorized before
starting to move and the movement has to suppress the
postural behavior. The necessity of organizing behaviors
in time becomes even more apparent when building entire
architectures based on discrete behaviors.

The framework for behavioral organization is based on
DFT, which we now briefly review.

B. Dynamic Field Theory
Dynamic Field Theory (DFT) [16] is a neural variant

of the attractor dynamics approach. We use it here as
an integrating framework between the low level sensory-
motor streams of the robot and the higher level cognitive
functions of the model, for instance its perceptual repre-
sentations and its organization of behaviors.

Within DFT, dynamic neural fields (DNFs) are used to
represent neural activity patterns over continuous, metric
feature dimensions (e.g., color or space). The activation
pattern evolves in continuous time t, as described by the
following dynamic equation, which can be traced back to
Grossberg [17] and was analyzed by Amari [18]

τ u̇(x, t) = −u(x, t) + h + S(x, t)

+
∫

ω(x − x′)f(u(x, t))dx′. (5)

In Eq. 5, u(x, t) describes the activation of a DNF
at feature location x and time t. Without external
input S(x, t), the activation will relax to the resting
level h < 0 and the output of the DNF, given by
the sigmoidal function f(u(x, t)), will be zero. With
sufficient external input, the DNF will produce output as
well as lateral interaction within the feature dimension.
The type of interaction is governed by the interaction
kernel ω(∆x) and comprises local excitation and global
or mid-range inhibition, promoting the formation of
localized peaks of activation. Within DFT, such peaks
are the units of representation for motor parameters,
perceptual items, and memory items.

A zero-dimensional DNF is a dynamical node that
represents a discrete instance of a percept or behavior.

C. Behavioral organization
A framework for behavioral organization based on

DFT, previously introduced and implemented on a hu-
manoid robot in a grasping task [19], is extended to
flexibly organize timed behaviors.

1) Elementary behaviors: Within DFT, the behaviors
that are organized are elementary behaviors (EB). EBs
consist of two parts, an intention and a condition of
satisfaction (CoS), each of which is represented by a
dynamical node and a dynamic neural field (DNF) (see

Fig. 2. Elementary behavior (EB) in Dynamic Field Theory.
Each EB consists of two parts: the intention represents the desired
change of the EB in the world, while the condition of satisfaction
(CoS) represents the sensory signal expected for the successful
completion of the EB.

Fig. 2). While the intention node simply determines
whether the EB is active or inactive, the intention field
describes the EB’s connection to the world. For instance,
the intention field of an EB ‘move arm’ would represent
desired movement parameters of the arm (e.g., the target
position) and would be connected to its motors.

The CoS field of an EB receives input from the in-
tention field, describing the desired outcome of the EB
(e.g., the end-effector of the arm at the target posi-
tion). Additionally, the CoS field receives input from the
sensory system, describing the current state of the EB
(e.g., the current position of the end-effector). If the two
inputs overlap, a peak forms in the CoS field, signaling
the successful completion of the EB. This peak activates
the CoS node, which in turn inhibits the intention node,
switching off the EB. Explicitly modeling the beginning
and end of an EB in this way allows us to close the
gap between discrete actions and the continuous sensory-
motor streams they are connected to.

2) Generating sequences: By default, all EBs relevant
for a task are activated at the same time. The sequential
organization of EBs derives from constraints that are
represented by dynamic coupling terms and are defined
within pairs of EBs. A precondition constraint prevents
a first EB (e.g., here, the update EB) from becoming
active until a second EB (e.g., here, the movement
EB) is completed. The constraint is represented by a
precondition node, a dynamical node that is activated by
task input and inhibits the intention node of the second
EB. As soon as the first EB is finished, its CoS node
will activate and inhibit the precondition node, releasing
the intention node of the second EB from inhibition and
thereby allowing its execution.

A suppression constraint between two other EBs pre-
vents one of them (e.g., here, the postural EB) from
becoming active while the other (e.g., here, the move-
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Autonomous sequence generation

discrete events in time 
are autonomously 
generated

when the world 
matches the intention: 
condition of 
satisfaction

[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]
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Figure 11: One run of the robotic demonstrations. A: Time-courses of activation of five ordinal nodes during
sequence learning and production. B: Time-course of activation in the action field. Positive activation in the
field encodes the color currently searched for. C: Time-course of activation in the condition of satisfaction
field. Arrows mark the times when condition of satisfaction signals were emitted (detection instabilities in
the field). D: The projection of the perceptual color-space field onto the spatial dimension (horizontal axis of
the image plane). The arrows mark times when the object of interest in each ordinal position first appeared
in the visual array of the robot. The “random search” behavior changed to “approach target” behavior at
these points.
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What skills do you learn?

academic skills
read and understand scientific texts 

write technical texts, using mathematical concepts and 
illustrations 



What skills do you learn?

mathematical skills
conceptual understanding of dynamical systems

capacity to read differential equations and illustrate them 

perform “mental simulation” of differential equations

use numerical simulation to test ideas about an equation



What skills do you learn?

interdisciplinary skills
handle concepts from a different discipline

handle things that you don’t understand 

sharpen sense of what you understand and what not 



… any joy? 


