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behavioral variables

time courses from dynamical system: 
attractors

tracking attractors
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constraints: 
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and target 
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describe desired motor behavior

“enactable”

express constraints as values/value ranges

appropriate level of invariance

Behavioral variables



generate behavior by generating time 
courses of behavioral variables

generate time course of behavioral variables 
from attractor solutions of a (designed) 
dynamical system

that dynamical system is constructed from 
contributions expressing behavioral 
constraints

Behavioral dynamics



behavioral constraint: target acquisition

Behavioral dynamics: example
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behavioral constraint: obstacle avoidance

Behavioral dynamics: example
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each constribution 
is a “force-let” with 

specified value

strength

range

Behavioral dynamics
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multiple constraints: superpose “force-lets” 

fusion

Behavioral dynamics
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decision making

Behavioral dynamics
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Bifurcations 
switch between 
fusion and 
decision making
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an example closer to “real life”: bifurcations 
in obstacle avoidance and target acquisition

constraints not in conflict

Behavioral dynamics
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constraints in conflict
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transition from “constraints not in conflict” 
to “constraints in conflict” is a bifurcation

Behavioral dynamics
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Such design of decision making is only 
possible because system “sits” in attractor.

This reduces the difficult design of the full 
flow (ensemble of all transient solutions) of 
non-linear dynamical systems to the easier 
design of attractors (bifurcation theory). 

Behavioral dynamics



But how may complex behavior be 
generated while “sitting” in an attractor? 

Answer: force-lets depend on sensory 
information and sensory information 
changes as the behavior unfolds

Behavioral dynamics
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We exploit the properties of the dynamic mechanism
for behavior generation to handle two elementary problems
faced by a mobile robot: avoiding obstacles and achieving
a goal position (homing). For obstacle avoidance, time-to-
contact measurements from the optical flows seen by the left
and the right cameras, together with information about the
goal location, are fed into a dynamical system that controls
the forward and rotation velocities of the robot. The hystere-
sis properties of the dynamics suppresses oscillations of the
heading direction which can occur when fluctuating sensory
information steers the vehicle through stateless algorithms.
The abstract problem addressed here is reconciling stability
and decision-making. For homing a dynamical system main-
tains an estimate of ego-position relative to the home base to
which the vehicle must return. This dynamics fuses contin-
uously available dead-reckoning information with fluctuat-
ing visual information obtained from correlating memorized
images with current views. The visual information permits
precise positioning in closed loop, while the dead-reckoning
contribution stabilizes the position estimate if precise visual
information is not available (because a memorized scene is
not or only incompletely in view either because of the cur-
rent robot position or because of an occluding obstacle). The
abstract problem dealt with here is sensor fusion.

In both cases, the behavior emerges from the stable states
of the dynamical systems in the closed sensory-motor loop,
even though the sensory information does not by itself at any
point contain sufficient information to specify the action to
take. Previous work within the dynamic approach (Schöner
and Dose 1992; Engels and Schöner 1995) has dealt primar-
ily with cases in which such specification was possible, at
least, in principle.

Visual information is obtained from two video cameras
through optic flow. Estimating optic flow is computation-
ally expensive and can lead to noisy results (Haralick and
Shapiro 1992). For our purposes, however, this is not a major
obstacle. We start from the following boundary conditions:
(a) Flow is determined for two purposes: for obstacle avoid-
ance to obtain an estimate of the minimal time-to-contact
in the visual field; and for homing to obtain estimates of
the current position relative to a home position over a spa-
tial range that is as large as possible. For the latter purpose
we need to estimate flow vectors over large image displace-
ments. (b) Flow estimation must take place in real time.
These conditions lead us to compute optic flow on coarsely
sampled images using a fast correlational algorithm (Little
et al. 1988). For homing this allows the computation of large
flow vectors obtained for the individual pixels. These may
fluctuate strongly in time, but their subsequent integration
by a dynamical system which fuses dead-reckoning and vi-
sual information stabilizes the derived information. Also, for
obstacle avoidance the resulting problem of ambiguous time-
to-contact estimates is addressed by an appropriate design of
the motion planning dynamics. The driving speed is adjusted
so as to allow for a temporal averaging of time-to-contact
estimates. Hysteresis of the dynamics, which manages the
turning rate of the robot, reduces the effect of fluctuations
of time-to-contact estimates further.

The closed-loop nature of the methods makes it highly
desirable to work with real robots. We developed and refined
the techniques reported here during several hundred hours
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Fig. 1. The robot is heading towards the home base while avoiding an
obstacle. After it reaches the home base it starts a new excursion. The
various configurations the robot runs through are indicated by symbols:
circles indicate robot position on the ground plane, lines the direction where
the robot is heading. The home base was established at position 5

of experimental work with the robot system shown in Fig. 1.
In the final implementation all necessary computations were
done in real-time using entirely conventional hardware.

2 Methods

2.1 The dynamic approach: stimuli as forces

We briefly present the main concepts of the dynamic ap-
proach to the design of autonomous systems in the form
used in the rest of the paper (for an extensive review see
Schöner et al. 1995; or Schöner and Engels 1994).

(a) Continuous variables, x, are used to characterize
robot behavior. The desired and undesired behaviors must
be expressible as points or simple sets in the space defined
by the variables. On the other hand, it must be possible, of
course, to transform values of these variables into appro-
priate actions of the robot. Examples of such variables are
robot position, heading direction or velocity.

(b) Behavior is generated by ascribing values to these
behavioral variables continuously in time by solving a dy-
namical system that is defined in terms of the behavioral
variables. By appropriate choice of time scale, the behav-
ior is generated exclusively through the asymptotically sta-
ble solutions of the dynamical systems, its attractors. Fixed
point attractors are the primary design tool.

(c) The behavioral dynamics is erected by contributions
from all relevant sources of sensory or internal information.
Sensors contribute forces to the dynamics that are designed
on the basis of three parameters: (i) The behavior speci-
fied by the source of sensory information determines which
point or set of points in the space of the behavioral vari-
ables must be made attractor or repulsive. A force is erected
that creates either an attractor (desired behaviors) or a repel-
lor (undesired behaviors) of the behavioral dynamics at the
specified value. (ii) The strength of the contribution of one
source of information is the rate of attraction or repulsion,
characterized by the maximal real part of the eigenvalues
of the dynamics at the fixed point. The strength expresses

[Schöner, Dose, 1992]



[Schöner, Dose, Engels, 1995]



Behavioral dynamics
may generate behaviors that go beyond 
simple control (achieving one particular set-
point or goal), but include decision making…

next questions

where do constraints come from ?

what are other approaches to behavior generation ?

in which sense is the approach analogous to human 
movement behavior? 

how does the approach scale with the number of 
constraints? 

…. 



… this is a “symbolic” approach

in the sense that we talk about “obstacles” 
and “targets” as objects, that have identity, 
preserved over time…

making demands on perceptual systems… 

in the implementation we see that these 
demands can be relaxed… 

so next we’ll look at how a “sub-symbolic” 
attractor dynamics approach may work 


