
 Autonomous Sequence Generation in Dynamic Field Theory 367

Luciw, M., Kazerounian, S., Lakhmann, K., Richter, M., 
& Sandamirskaya Y. (2013). Learning the percep-
tual conditions of satisfaction of elementary behav-
iors. Robotics: Science and Systems (RSS), Workshop 
“Active Learning in Robotics: Exploration, Curiosity, 
and Interaction,” Berlin.

Pfordresher, P., Palmer, C., & Jungers, M. (2007). 
Speed, accuracy, and serial order in sequence pro-
duction. Cognitive Science, 31, 63–98.

Richter, M., Sandamirskaya, Y., & Schöner, G. (2012). A 
robotic architecture for action selection and behav-
ioral organization inspired by human cognition. 
IEEE/RSJ International Conference on Intelligent 
Robots and Systems, IROS, Karlsruhe.

Sandamirskaya, Y. (2013) Dynamic neural fields as a 
step towards cognitive neuromorphic architec-
tures. Frontiers in Neuroscience, 7, 276.

Sandamirskaya, Y., Richter, M., & Schöner, G. (2011). 
A neural-dynamic architecture for behavioral orga-
nization of an embodied agent. IEEE International 
Conference on Development and Learning and 
on Epigenetic Robotics (ICDL EPIROB 2011), 
Frankfurt.

Sandamirskaya, Y., & Schöner, G. (2010). An embod-
ied account of serial order: How instabilities drive 
sequence generation. Neural Networks, 23(10), 
1164–1179.

Sandamirskaya, Y., & Schöner, G. (2010b). Serial order 
in an acting system:  A  multidimensional dynamic 
neural fields implementation. In Proceedings of 
the International Conference on Development and 
Learning (ICDL).

Searle, (1983).
Steinhage, A., & Schöner, G. (1998). Dynamical sys-

tems for the behavioral organization of autono-
mous robot navigation. In M. G. T. Schenker (Ed.), 
Sensor fusion and decentralized control in robotic sys-
tems: Proceedings of SPIE (Vol. 3523, pp. 169–180). 
Bellingham, WA: SPIE Publications.

van Hengel, U., Sandamirskaya, Y., Schneegans, S., & 
Schöner, G. (2012). A neural-dynamic architec-
ture for f lexible spatial language: Intrinsic frames, 
the term “between”, and autonomy. 21st IEEE 
International Symposium on Robot and Human 
Interactive Communication (Ro-Man), Viareggio.

E X E RC I SE S  F OR   C H A P T E R   14
The exercises will help you understand the switch-
ing dynamics in the sequence generation architec-
ture. In order to start the simulation for this exercise, 
run the file launcherOrdinalDynamics.

Exercise 1: Dynamics of Sequential 
Switching in the Ordinal Set
This exercise will focus on the dynamics of the 
ordinal nodes and memory nodes, and not use the 

connections to the fields. The node activations rel-
evant for this exercise are all shown in the top left 
plot. Activation levels for the ordinal nodes are plot-
ted as blue dots, activations for the corresponding 
memory nodes as red dots. The go signal and the 
activation of the CoS node are shown as black dots.

a)  Start the sequence by pressing the  
Go button. The go signal that is created sets 
an external input to the first memory node. 
(Note that the first pair of ordinal/memory 
nodes serves only for the stable initiation 
of the sequence. The first ordinal is never 
activated and therefore cannot create any 
behavior here.) What do you observe? Wait 
a few moments, until the second ordinal 
node is activated, then inactivate the go 
signal by clicking the button again. What 
happened when you turned off the go 
signal? Why is the state of the ordinal nodes 
different from the initial state after the 
transient activation of the go signal?

b)  Create sequential transitions by manually 
activating the CoS node, using the slider 
i _ cos. Provide sufficient input to bring 
the node into the on-state, thus suppressing 
the ordinal nodes, then turn the input off 
again and observe the next ordinal become 
active. Observe what happens when you 
change the timing of this manipulation. 
You may reset the ordinal dynamics by 
brief ly de-boosting all nodes in the ordinal 
dynamics (toggle the button De-boost 
nodes on and then off again), and 
then start the sequence again by brief ly 
activating the go signal.

Exercise 2: Linking to Behavior and 
Learning and Sequences
This exercise will demonstrate the coupling of 
the ordinal dynamics to an intention field and a 
condition-of-satisfaction field (shown in the two 
bottom plots in the GUI) to replace the manual 
transition between steps used in the first exercise. 
A manual input is still needed to create the transi-
tion to the next step, but this input now ref lects a 
sensory signal indicating the completion of some 
elementary behavior. Moreover, the exercise shows 
how different intentions can be associated with the 
ordinal nodes to generate a sequence of different 
behaviors.

Before you start this exercise, reset the ordinal 
dynamics by brief ly de-boosting the ordinal and 
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memory nodes. The input to the CoS node i _ cos 
should be set to zero.

a) Click the button Learn to activate the 
weight adaption from ordinal nodes to 
intention field, then start the sequence by 
brief ly activating the go signal. The second 
ordinal node should become active. Now 
induce a peak in the intention field by 
increasing the stimulus amplitude a _ int 
to 6. In the plot at the top right, you should 
now see the adaption of the connection 
weights from the second ordinal node to the 
active region in the intention field. What 
else do you observe?

b) The amplitude of the input to the CoS 
field, a _ cos, should be set to 3. Move 
this input so that it overlaps with the 
intention field input, using slider p _ cos. 
What happens in the CoS field? What 
effect does this have on the nodes of the 
ordinal dynamics?

c) Move the input to the intention field to a 
new position using the slider p _ int. This 
position in feature space will be associated 
with the third ordinal node. Observe the 
effects of moving the intention field input 

on the CoS field and the ordinal nodes. Also 
observe how new weights are learned for the 
next ordinal node.

d) After the connection weights for the current 
ordinal node have saturated, repeat the 
above steps for the remaining nodes: Move 
the external input to the CoS field so that it 
matches the location of the intention field 
input, producing a peak in the CoS field and 
terminating the current step. Then move 
the intention field input to a new location 
for the next node.

e) After connections have been learned for 
all nodes, turn off the learning by clicking 
the button Learn again. Turn off the 
external input to the intention field (set 
a _ int to zero), and reset the ordinal 
dynamics by brief ly de-boosting the 
nodes. Now start the ordinal dynamics 
again by brief ly activating the go signal. 
Observe how the system induces a peak 
in the intention field. To induce the 
transition to the next step, move the input 
in the CoS field to match the peak in the 
intention field. As in the first exercise, 
you can vary the timing of this action; to 
simulate varying times it takes an agent to 
complete a behavior.
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