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Abstract

Deep belief networks (DBNs) can approximate any distribution over fixed-length binary vectors. However, DBNs are frequently applied to model real-valued data, and so far little is known about their representational power in this case. We analyze the approximation properties of DBNs with two layers of binary hidden units and visible units with conditional distributions from the exponential family. It is shown that these DBNs can, under mild assumptions, model any additive mixture of distributions from the exponential family with independent variables. An arbitrarily good approximation in terms of Kullback-Leibler divergence of an \( m \)-dimensional mixture distribution with \( n \) components can be achieved by a DBN with \( m \) visible variables and \( n + 1 \) hidden variables in the first and second hidden layer, respectively. Furthermore, relevant infinite mixtures can be approximated arbitrarily well by a DBN with a finite number of neurons. This includes the important special case of an infinite mixture of Gaussian distributions with fixed variance restricted to a compact domain, which in turn can approximate any strictly positive density over this domain.

1. Introduction

Restricted Boltzmann machines (RBMs, Smolensky, 1986; Hinton, 2002) and deep belief networks (DBNs, Hinton et al., 2006; Hinton & Salakhutdinov, 2006) are probabilistic models with latent and observable variables, which can be interpreted as stochastic neural networks. Binary RBMs, in which each variable conditioned on the others is Bernoulli distributed, are able to approximate arbitrarily well any distribution over the observable variables (Le Roux & Bengio, 2008; Montufar & Ay, 2011). Binary deep belief networks are built by layering binary RBMs, and the representational power does not decrease by adding layers (Le Roux & Bengio, 2008; Montufar & Ay, 2011). In fact, it can be shown that a binary DBN never needs more variables than a binary RBM to model a distribution with a certain accuracy (Le Roux & Bengio, 2010).

However, arguably the most prominent applications in recent times involving RBMs consider models in which the visible variables are real-valued (e.g., Salakhutdinov & Hinton, 2007; Lee et al., 2009; Taylor et al., 2010; Le Roux et al., 2011). Welling et al. (2005) proposed a notion of RBMs where the conditional distributions of the observable variables given the latent variables and vice versa are (almost) arbitrarily chosen from the exponential family. This includes the important special case of the Gaussian-binary RBM (GB-RBM, also Gaussian-Bernoulli RBM), an RBM with binary hidden and Gaussian visible variables.

Despite their frequent use, little is known about the
approximation capabilities of RBMs and DBNs modeling continuous distributions. Clearly, orchestrating a set of Bernoulli distributions to model a distribution over binary vectors is easy compared to approximating distributions over $\Omega \subseteq \mathbb{R}^m$. Recently, Wang et al. (2012) have emphasized that the distribution of the visible variables represented by a GB-RBM with $n$ hidden units is a mixture of $2^n$ Gaussian distributions with means lying on the vertices of a projected $n$-dimensional hyperparallelotope. This limited flexibility makes modeling even a mixture of a finite number of Gaussian distributions with a GB-RBM difficult.

This work is a first step towards understanding the representational power of DBNs with binary latent and real-valued visible variables. We will show for a subset of distributions relevant in practice that DBNs with two layers of binary hidden units and a fixed family of conditional distribution for the visible units can model finite mixtures of that family arbitrarily well. As this also holds for infinite mixtures of Gaussians with fixed variance restricted to a compact domain, our results imply universal approximation of strictly positive densities over compact sets.

2. Background

This section will recall basic results on approximation properties of mixture distributions and binary RBMs. Furthermore, the considered models will be defined.

2.1. Mixture distributions

A mixture distribution $p_{\text{mix}}(v)$ over $\Omega$ is a convex combination of simpler distributions which are members of some family $G$ of distributions over $\Omega$ parameterized by $\theta \in \Theta$. We define $\text{MIX}(n,G) = \{ \sum_{i=1}^n p_{\text{mix}}(v|i)p_{\text{mix}}(i) \mid \sum_{i=1}^n p_{\text{mix}}(i) = 1 \text{ and } \forall i \in \{1,\ldots,n\} : p_{\text{mix}}(i) \geq 0 \wedge p_{\text{mix}}(v|i) \in G \}$ as the family of mixtures of $n$ distributions from $G$. Furthermore, we denote the family of infinite mixtures of distributions from $G$ as $\text{CONV}(G) = \{ \int_\Theta p(v|\theta)p(\theta) \, d\theta \mid \int_\Theta p(\theta) \, d\theta = 1 \text{ and } \forall \theta \in \Theta : p(\theta) \geq 0 \wedge p(v|\theta) \in G \}$.

Li & Barron have shown that for some family of distributions $G$ every element from $\text{CONV}(G)$ can be approximated arbitrarily well by finite mixtures with respect to the Kullback-Leibler divergence (KL-divergence):

**Theorem 1** (Li & Barron, 2000). Let $f \in \text{CONV}(G)$. There exists a finite mixture $p_{\text{mix}} \in \text{MIX}(n,G)$ such that

$$\text{KL}(f||p_{\text{mix}}) \leq \frac{c_f^2 \gamma}{n},$$

where

$$c_f^2 = \int_\Omega \int \int \int f^2(v|\theta)f(\theta) \, d\theta \, dv$$

and $\gamma = 4[\log(3\sqrt{\epsilon}) + a]$ with

$$a = \sup_{\theta,\theta_2,v} \log \frac{f(v|\theta_1)}{f(v|\theta_2)}.$$

The bound is not necessarily finite. However, it follows from previous results by Zeevi & Meir (1997) that for every $f$ and every $\epsilon > 0$ there exists a mixture $p_{\text{mix}}$ with $n$ components such that $\text{KL}(f||p_{\text{mix}}) \leq \epsilon + \frac{c}{\sqrt{n}}$ for some constant $c$ if $\Omega \subseteq \mathbb{R}^m$ is a compact set and $f$ is continuous and bounded from below by some $\eta > 0$ (i.e., $\forall x \in \Omega : f(x) \geq \eta > 0$).

Furthermore, it follows that for compact $\Omega \subseteq \mathbb{R}^m$ every continuous density $f$ on $\Omega$ can be approximated arbitrarily well by an infinite but countable mixture of Gaussian distributions with fixed variance $\sigma^2$ and means restricted to $\Omega$, that is, by a mixture of distributions from the family

$$G_\sigma(\Omega) = \left\{ \begin{array}{l} p(x) = \\
\frac{1}{(2\pi\sigma^2)^{m/2}} \exp\left(-\frac{|x - \mu|^2}{2\sigma^2}\right) |x, \mu \in \Omega \end{array} \right\}, \quad (1)$$

for sufficient small $\sigma$.

2.2. Restricted Boltzmann Machines

An RBM is an undirected graphical model with a bipartite structure (Smolensky, 1986; Hinton, 2002) consisting of one layer of $m$ visible variables $V = (V_1,\ldots,V_m) \in \Omega$ and one layer of $n$ hidden variables $H = (H_1,\ldots,H_n) \in \Lambda$. The modeled joint distribution is a Gibbs distribution $p(v,h) = \frac{1}{Z}e^{-E(v,h)}$ with energy $E$ and normalization constant $Z = \int_{\Omega} \int_{\Lambda} e^{-E(v,h)} \, dh \, dv$, where the variables of one layer are mutually independent given the state of the other layer.

2.2.1. Binary-Binary-RBMs

In the standard binary RBMs the state spaces of the variables are $\Omega = \{0,1\}^m$ and $\Lambda = \{0,1\}^n$. The energy is given by $E(v,h) = -v^TWh - v^Tb - c^T_h$ with weight matrix $W$ and bias vectors $b$ and $c$.

Le Roux & Bengio showed that binary RBMs are universal approximators for distributions over binary vectors:

**Theorem 2** (Le Roux & Bengio, 2008). Any distribution over $\Omega = \{0,1\}^m$ can be approximated arbitrarily
well (with respect to the KL-divergence) with an RBM with \(k+1\) hidden units, where \(k\) is the number of input vectors whose probability is not zero.

The number of hidden neurons required can be reduced to the minimum number of pairs of input vectors differing in only one component with the property that their union contains all observable patterns having positive probability (Montufar & Ay, 2011).

### 2.2.2. Exponential-Family RBMs

Welling et al. (2005) introduced a framework for constructing generalized RBMs called exponential family harmoniums. In this framework, the conditional distributions \(p(h_i|v)\) and \(p(v_j|h)\), \(i = 1, \ldots, n, j = 1, \ldots, m\), belong to the exponential family. Almost all types of RBMs encountered in practice, including binary RBMs, can be interpreted as exponential family harmoniums.

The exponential family is the class \(\mathcal{F}\) of probability distributions that can be written in the form

\[
p(x) = \frac{1}{Z} \exp \left( \sum_{r=1}^{k} \Phi^{(r)}(x)^T \mu^{(r)}(\theta) \right), \quad (2)
\]

where \(\theta\) are the parameters of the distribution and \(Z\) is the normalization constant.\(^1\) The functions \(\Phi^{(r)}\) and \(\mu^{(r)}\), for \(r = 1, \ldots, k\), transform the sample space and the distribution parameters, respectively. Let \(\mathcal{I}\) be the subset of \(\mathcal{F}\) where the components of \(x = (x_1, \ldots, x_m)\) are independent from each other, that is, \(\mathcal{I} = \{ p \in \mathcal{F} \mid \forall x : p(x_1, \ldots, x_m) = p(x_1)p(x_2) \cdots p(x_m) \}\). For elements of \(\mathcal{I}\) the function \(\Phi^{(r)}\) can be written as \(\Phi^{(r)}(x) = (\phi_1^{(r)}(x_1), \ldots, \phi_m^{(r)}(x_m))\). A prominent subset of \(\mathcal{I}\) is the family of Gaussian distributions with fixed variance \(\sigma^2\), \(G_\sigma(\Omega) \subset \mathcal{I}\), see equation (1).

Following Welling et al., the energy of an RBM with binary hidden units and visible units with \(p(v|h) \in \mathcal{I}\) is given by

\[
\mathcal{E}(v, h) = -\sum_{r=1}^{k} \Phi^{(r)}(v)^T W^{(r)} h - \sum_{r=1}^{k} \Phi^{(r)}(v)^T b^{(r)} - c^T h, \quad (3)
\]

where \(\Phi^{(r)}(v) = (\phi_1^{(r)}(x_1), \ldots, \phi_m^{(r)}(x_m))\). Note that not every possible choice of parameters necessarily leads to a finite normalization constant and thus to a proper distribution.

\(^1\)By setting \(k = 1\) and rewriting \(\Phi\) and \(\mu\) accordingly, one obtains the standard formulation.

If the joint distribution is properly defined, the conditional probability of the visible units given the hidden is

\[
p(v|h) = \frac{1}{Z_h} \exp \left( \sum_{r=1}^{k} \Phi^{(r)}(v)^T \left( W^{(r)} h + b^{(r)} \right) \right), \quad (4)
\]

where \(Z_h\) is the corresponding normalization constant. Thus, the marginal distribution of the visible units \(p(v)\) can be expressed as a mixture of \(2^m\) conditional distributions:

\[
p(v) = \sum_{h \in \{0,1\}^n} p(v|h)p(h) \in \text{MIX}(2^n, \mathcal{I})
\]

### 2.3. Deep Belief Networks

A DBN is a graphical model with more than two layers built by stacking RBMs (Hinton et al., 2006; Hinton & Salakhutdinov, 2006). A DBN with two layers of hidden variables \(H\) and \(\tilde{H}\) and a visible layer \(V\) is characterized by a probability distribution \(p(v, h, \tilde{h})\) that fulfills

\[
p(v, h, \tilde{h}) = p(v|h)p(h, \tilde{h}) = p(h|\tilde{h})p(v, h) .
\]

In this study we are interested in the approximation properties of DBNs with two binary hidden layers and real-valued visible neurons. We will refer to such a DBN as a B-DBN. With B-DBN(G) we denote the family of all B-DBNs having conditional distributions \(p(v|h) \in G\) for all \(h \in H\).

### 3. Approximation properties

This section will present our results on the approximation properties of DBNs with binary hidden units and real-valued visible units. It consists of the following steps:

- **Lemma 3** gives an upper bound on the KL-divergence between a B-DBN and a finite additive mixture model – however, under the assumption that the B-DBN “contains” the mixture components. For mixture models from a subset of \(\mathcal{I}\), Lemma 4 and Theorem 5 show that such B-DBNs actually exist and that the KL-divergence can be made arbitrarily small.

- **Corollary 6** specifies the previous theorem for the special case of Gaussian mixtures, showing how the bound can be applied to distributions used in practice.
Finally, Theorem 7 generalizes the results to infinite mixture distributions, and thus to the approximation of arbitrary strictly positive densities on a compact set.

### 3.1. Finite mixtures

We first introduce a construction that will enable us to model mixtures of distributions by DBNs. For some family $G$ an arbitrary mixture of distributions $p_{\text{mix}}(v) = \sum_{i=1}^{n} p_{\text{mix}}(v|i)p_{\text{mix}}(i) \in \text{MIX}(n,G)$ over $v \in \Omega$ can be expressed in terms of a joint probability distribution of $v$ and $h \in \{0,1\}^{n}$ by defining the distribution

$$q_{\text{mix}}(h) = \begin{cases} p_{\text{mix}}(i), & \text{if } h = e_{i}, \\ 0, & \text{else} \end{cases} \quad (5)$$

over $\{0,1\}^{n}$, where $e_{i}$ is the $i$th unit vector. Then we can rewrite $p_{\text{mix}}(v)$ as $p_{\text{mix}}(v) = \sum_{h} q_{\text{mix}}(v|h)q_{\text{mix}}(h)$, where $q_{\text{mix}}(v|h) \in G$ for all $h \in \{0,1\}^{n}$ and $q_{\text{mix}}(v|e_{i}) = p_{\text{mix}}(v|i)$ for all $i = 1, \ldots, n$. This can be interpreted as expressing $p_{\text{mix}}(v)$ as an element of $\text{MIX}(2^{n},G)$ with $2^{n} - n$ mixture components having a probability (or weight) equal to zero. Now we can model $p_{\text{mix}}(v)$ by the marginal distribution of the visible variables $p(v) = \sum_{h} p(v|h)p(h, \hat{h}) = \sum_{h} p(v|h)p(h)$ of a B-DBN $p(v, h, \hat{h}) \in \text{B-DBN}(G)$ with the following properties:

1. $p(v|e_{i}) = p_{\text{mix}}(v|i)$ for $i = 1, \ldots, n$ and
2. $p(h) = \sum_{\hat{h}} p(h, \hat{h})$ approximates $q_{\text{mix}}(h)$.

Following this line of thoughts we can formulate our first result. It provides an upper bound on the KL-divergence of any element from $\text{MIX}(n,G)$ and the marginal distribution of the visible variables of a B-DBN with the properties stated above, where $p(h)$ models $q_{\text{mix}}(h)$ with an approximation error smaller than a given $\epsilon$.

**Lemma 3.** Let $p_{\text{mix}}(v) = \sum_{i=1}^{n} p_{\text{mix}}(v|i)p_{\text{mix}}(i) \in \text{MIX}(n,G)$ be a mixture with $n$ components from a family of distributions $G$, and $q_{\text{mix}}(h)$ be defined as in (5). Let $p(v, h, \hat{h}) \in \text{B-DBN}(G)$ with the properties $p(v|e_{i}) = p_{\text{mix}}(v|i)$ for $i = 1, \ldots, n$ and $\forall h \in \{0,1\}^{n}: |p(h) - q_{\text{mix}}(h)| < \epsilon$ for some $\epsilon > 0$. Then the KL-divergence between $p_{\text{mix}}$ and $p$ is bounded by

$$\text{KL}(p||p_{\text{mix}}) \leq B(G, p_{\text{mix}}, \epsilon),$$

where

$$B(G, p_{\text{mix}}, \epsilon) = \epsilon \int_{\Omega} \alpha(v)\beta(v) \, dv + 2^{n}(1 + \epsilon) \log(1 + \epsilon)$$

with

$$\alpha(v) = \sum_{h} p(v|h)$$

and

$$\beta(v) = \log \left(1 + \frac{\alpha(v)}{p_{\text{mix}}(v)}\right).$$

**Proof.** Using $|p(h) - q_{\text{mix}}(h)| < \epsilon$ for all $h \in \{0,1\}^{n}$ and $p_{\text{mix}}(v) = \sum_{h} p(v|h)q_{\text{mix}}(h)$ we can write

$$p(v) = \sum_{h} p(v|h)p(h) = \sum_{h} p(v|h)(q_{\text{mix}}(h) + p(h) - q_{\text{mix}}(h)) = p_{\text{mix}}(v) + \sum_{h} p(v|h)(p(h) - q_{\text{mix}}(h)) \leq p_{\text{mix}}(v) + \alpha(v)\epsilon,$$

where $\alpha(v)$ is defined as above. Thus, we get for the KL-divergence

$$\text{KL}(p||p_{\text{mix}}) = \int_{\Omega} p(v) \log \left(\frac{p(v)}{p_{\text{mix}}(v)}\right) \, dv$$

$$\leq \int_{\Omega} \left(p_{\text{mix}}(v) + \alpha(v)\epsilon\right) \log \left(\frac{p_{\text{mix}}(v) + \alpha(v)\epsilon}{p_{\text{mix}}(v)}\right) \, dv$$

$$= \int_{\Omega} \int_{0}^{\epsilon} \frac{\partial}{\partial \epsilon} F(\epsilon,v) \, d\epsilon \, dv$$

using $F(0, v) = 0$. Because $1 + x\epsilon \leq (1 + x)(1 + \epsilon)$ for all $x, \epsilon \geq 0$, we can upper bound $\frac{\partial}{\partial \epsilon} F(\epsilon,v)$ by

$$\frac{\partial}{\partial \epsilon} F(\epsilon,v) = \alpha(v) \left[1 + \log \left(1 + \frac{\alpha(v)}{p_{\text{mix}}(v)}\right)\right]$$

$$\leq \alpha(v) \left[1 + \log \left(1 + \frac{\alpha(v)}{p_{\text{mix}}(v)}\right)\right]$$

$$= \alpha(v) \left[1 + \beta(v) + \log(1 + \epsilon)\right]$$

with $\beta(v)$ as defined above. By integration we get

$$F(\epsilon,v) = \int_{0}^{\epsilon} \frac{\partial}{\partial \epsilon} F(\epsilon,v) \, d\epsilon$$

$$\leq \alpha(v)\beta(v)\epsilon + \alpha(v)(1 + \epsilon) \log(1 + \epsilon).$$

Integration with respect to $v$ completes the proof.

The proof does not use the independence properties of $p(v|h)$. Thus, it is possible to apply this bound also to mixture distributions which do not have conditionally independent variables. However, in this case one has to
show that a generalization of the B-DBN exists which can model the target distribution, as the formalism introduced in formula (3) does not cover distributions which are not in $\mathcal{I}$.

For a family $G \subseteq \mathcal{I}$ it is possible to construct a B-DBN with the properties required in Lemma 3 under weak technical assumptions. The assumptions hold for families of distributions used in practice, for instance Gaussian and truncated exponential distributions.

**Lemma 4.** Let $G \subset \mathcal{I}$ and $p_{\text{mix}}(v) = \sum_{i=1}^{n} p_{\text{mix}}(v|i)p_{\text{mix}}(i) \in \text{MIX}(n,G)$ with

$$p_{\text{mix}}(v|i) = \frac{1}{Z_i} \exp \left( \sum_{r=1}^{k} \phi^{(r)}(v)^T \mu^{(r)}(\theta^{(i)}) \right)$$

(6)

for $i = 1, \ldots, n$ and corresponding parameters $\theta^{(1)}, \ldots, \theta^{(n)}$. Let the distribution $q_{\text{mix}}(h)$ be defined by equation (5). Assume that there exist parameters $b^{(r)}$, such that for all $c \in \mathbb{R}^n$ the joint distribution $p(v,h)$ of $v \in \mathbb{R}^n$ and $h \in \{0,1\}^n$ with energy

$$\mathcal{E}(v,h) = \sum_{r=1}^{k} \phi^{(r)}(v)^T \left( W^{(r)} h + b^{(r)} \right) + c^T h$$

is a proper distribution (i.e., the corresponding normalization constant is finite), where the $i$th column of $W^{(r)}$ is $\mu^{(r)}(\theta^{(i)}) - b^{(r)}$. Then the following holds:

For all $\epsilon > 0$ there exists a B-DBN with joint distribution $p(v,h,h) = p(v|h)p(h,h) \in \text{B-DBN}(G)$ such that

(i) $p_{\text{mix}}(v|i) = p(v|e_i)$ for $i = 1, \ldots, n$

(ii) $\forall h \in \{0,1\}^n : |p(h) - q_{\text{mix}}(h)| < \epsilon$.

**Proof.** Property i) follows from equation (4) by setting $h = e_i$ and the $i$th column of $W^{(r)}$ to $\mu^{(r)}(\theta^{(i)}) - b^{(r)}$. Property ii) follows directly from applying Theorem 2 to $p$.

\[\Box\]

For some families of distributions, such as truncated exponential or Gaussian distributions with uniform variance, choosing $b^{(r)} = \mathbf{0}$ for $r = 1, \ldots, k$ is sufficient to yield a proper joint distribution $p(v,h)$ and thus a B-DBN with the desired properties. If such a B-DBN exists, one can show, under weak additional assumptions on $G \subseteq \mathcal{I}$, that the bound shown in Lemma 3 is finite. It follows that the bound decreases to zero as $\epsilon$ does.

**Theorem 5.** Let $G \subset \mathcal{I}$ be a family of densities and $p_{\text{mix}}(v) = \sum_{i=1}^{n} p_{\text{mix}}(v|i)p_{\text{mix}}(i) \in \text{MIX}(n,G)$ with $p_{\text{mix}}(v|i)$ given by equation (6). Furthermore, let $q_{\text{mix}}(h)$ be given by equation (5) and let $p(v,h,h) \in \text{B-DBN}(G)$ with

(i) $p_{\text{mix}}(v|i) = p(v|e_i)$ for $i = 1, \ldots, n$

(ii) $\forall h \in \{0,1\}^n : |p(h) - q_{\text{mix}}(h)| < \epsilon$.

(iii) $\forall h \in \{0,1\}^n : \int \Omega p(v|h) \Phi^{(r)}(v) \, dv < \infty$.

Then $\mathcal{B}(G,p_{\text{mix}},\epsilon)$ is finite and thus in $O(\epsilon)$.

**Proof.** We have to show that under the conditions given above $\int_{\Omega} \alpha(v)\beta(v) \, dv$ is finite.

We will first find an upper bound for $\beta(v) = \log \left( 1 + \frac{\alpha(v)}{p_{\text{mix}}(v)} \right)$ for an arbitrary but fixed $v$. Since $p_{\text{mix}}(v) = \sum_{i} p_{\text{mix}}(v|i)p_{\text{mix}}(i)$ is a convex combination, by defining $i^* = \arg \min_i p_{\text{mix}}(v|i)$ and $h^* = \arg \max_{h} p(v|h)$ we get

$$\frac{\alpha(v)}{p_{\text{mix}}(v^*)} \leq \sum_{i} \frac{p(v|h^*)}{p_{\text{mix}}(v|i)p_{\text{mix}}(i)} \leq 2^n \frac{p(v|h^*)}{p_{\text{mix}}(v|i^*)}.$$  

The conditional distribution $p_{\text{mix}}(v|i)$ of the mixture can be written as in equation (6) and the conditional distribution $p(v|h)$ of the RBM can be written as in formula (4). We define

$$u^{(r)}(h) = W^{(r)} h + b^{(r)}$$

and get

$$\frac{p(v|h^*)}{p_{\text{mix}}(v|i^*)} = \frac{\exp \left( \sum_{r=1}^{k} \phi^{(r)}(v)^T u^{(r)}(h^*) \right)}{\exp \left( \sum_{r=1}^{k} \phi^{(r)}(v)^T \mu^{(r)}(\theta^{(i^*)}) \right)} = \exp \left( \sum_{r=1}^{k} \phi^{(r)}(v)^T \left[ u^{(r)}(h^*) - \mu^{(r)}(\theta^{(i^*)}) \right] \right) \leq \exp \left( \sum_{r=1}^{k} \sum_{j=1}^{m} |u^{(r)}(h^*) - \mu^{(r)}(\theta^{(i)})| \right).$$

Note that the last expression is always larger or equal to one. We can further bound this term by defining

$$\xi^{(r)} = \max_{j,h^*} |u^{(r)}(h^*) - \mu^{(r)}(\theta^{(i)})|$$

and arrive at

$$\frac{p(v|h^*)}{p_{\text{mix}}(v|i^*)} \leq \exp \left( \sum_{r=1}^{k} \xi^{(r)} \| \phi^{(r)}(v) \|_1 \right).$$

(8)
By plugging these results into the formula for $\beta(v)$ we obtain

$$
\beta(v) \leq \log \left[ 1 + 2^n \frac{p(v|h^*)}{p_{\text{mix}}(v|i^*)} \right] \leq \log \left[ 1 + 2^n \exp \left( \sum_{r=1}^k \xi(r) \Phi(r)(v) \right) \right] \leq \log \left[ 2^{n+1} \exp \left( \sum_{r=1}^k \xi(r) \Phi(r)(v) \right) \right] = (n+1) \log(2) + \sum_{r=1}^k \xi(r) \Phi(r)(v) ,
$$

which is finite by assumption.

### 3.2. Finite Gaussian mixtures

Now we apply Lemma 4 and Theorem 5 to mixtures of Gaussian distributions with uniform variance.

The KL-divergence is continuous for strictly positive distributions. Our previous results thus imply that for every mixture $p_{\text{mix}}$ of Gaussian distributions with uniform variance and every $\delta \geq 0$ we can find a B-DBN $p$ such that $\text{KL}(p||p_{\text{mix}}) \leq \delta$. The following corollary gives a corresponding bound:

**Corollary 6.** Let $\Omega = \mathbb{R}^m$ and $G_{\sigma}(\Omega)$ be the family of Gaussian distributions with variance $\sigma^2$. Let $\epsilon > 0$ and $p_{\text{mix}}(v) = \sum_{i=1}^n p_{\text{mix}}(v|i)p_{\text{mix}}(i) \in \text{MIX}(n, G_{\sigma}(\Omega))$ a mixture of $n$ distributions with means $z^{(i)} \in \mathbb{R}^m$, $i = 1, \ldots, n$. By

$$
D = \max_{r,s \in \{1, \ldots, n\}} \left\{ \left| z^{(r)}_k - z^{(s)}_k \right| \right\}
$$

we denote the edge length of the smallest hypercube containing all means. Then there exists $p(v, h, \tilde{h}) \in \text{B-DBN}(G_{\sigma}(\Omega))$, with $\forall h \in \{0, 1\}^n : |p(h) - q_{\text{mix}}(h)| < \epsilon$ and $p_{\text{mix}}(v|i) = p(v|e_i)$, $i = 1, \ldots, n$, such that

$$
\text{KL}(p||p_{\text{mix}}) \leq \epsilon \cdot 2^n \left( (n+1) \log(2) + \sum_{r=1}^k \xi(r) \Phi(r)(v) \right)
$$

Proof. In a first step we apply an affine linear transformation to map the hypercube of edge length $D$ to the unit hypercube $[0,1]^m$. Note that doing this while transforming the B-DBN-distribution accordingly does not change the KL-divergence, but it does change the standard deviation of the Gaussians from $\sigma$ to $\sigma/D$. In other words, it suffices to show the above bound for $D = 1$ and $z^{(i)} \in \{0, 1\}^m$.

The energy of the Gaussian-Binary-RBM $p(v, h)$ is typically written as

$$
E(v, h) = \frac{1}{2\sigma^2} v^T v - \frac{1}{\sigma^2} v^T b - \frac{1}{\sigma^2} v^T W h - c^T h ,
$$

with weight matrix $W$ and bias vectors $b$ and $c$. This can be brought into the form of formula (3) by setting $k = 2$, $\phi^{(1)}(v_j) = v_j$, $\phi^{(2)}(v_j) = v_j^2$, $W^{(1)} = W/\sigma^2$, $W^{(2)} = 0$, $b^{(1)}_j = b_j/\sigma^2$, and $b^{(2)}_j = 1/2\sigma^2$. With $b = 0$ (and thus $b^{(1)} = 0$), it follows from Lemma 4 that a B-DBN $p(v, h, \tilde{h}) = p(v|h) p(h, \tilde{h})$ with properties (i) and (ii) from Theorem 5 exists.

It remains to show that property (iii) holds. Since the conditional probability factorizes, it suffices to show that (iii) holds for every visible variable individually. The conditional probability of the $j$th visible neuron of the constructed B-DBN is given by

$$
p(v_j|h) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(v_j - z_j(h))^2}{2\sigma^2} \right) ,
$$

where the mean $z_j(h)$ is the $j$th element of $Wh$. Using this, it is easy to see that

$$
\int_{-\infty}^{\infty} p(v_j|h)\phi^{(2)}(v_j) dv_j = \int_{-\infty}^{\infty} p(v_j|h)v_j^2 dv_j < \infty ,
$$

because it is the second moment of the normal distri-
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For $\int_{-\infty}^{\infty} p(v_j|h)\phi^{(1)}(v_j)\,dv_j$ we get

$$\frac{1}{\sqrt{2\pi}\sigma^2} \int_{-\infty}^{\infty} \exp \left(-\frac{(v_j - z_j(h))^2}{2\sigma^2}\right) |v_j| \,dv_j$$

$$= -z_j(h) + \frac{2}{\sqrt{2\pi}\sigma^2} \int_{-z_j(h)}^{\infty} \exp \left(-\frac{t^2}{2\sigma^2}\right) (t + z_j(h)) \,dt$$

$$= -z_j(h) + 2z_j(h) \int_{0}^{\infty} p(v_j|h)\,dv_j$$

$$+ \frac{2}{\sqrt{2\pi}\sigma^2} \int_{-z_j(h)}^{\infty} \exp \left(-\frac{t^2}{2\sigma^2}\right) t \,dt$$

$$\leq z_j(h) + \frac{\sqrt{2}\sigma}{\sqrt{\pi}} \exp \left(-\frac{z_j^2(h)}{2\sigma^2}\right) \leq n + \frac{\sqrt{2}\sigma}{\sqrt{\pi}} . \quad (10)$$

In the last step we used that $z_j(e_i) = z_j^{(i)} \in [0,1]$ by construction and thus $z_j(h)$ can be bounded from above by

$$z_j(h) = \sum_{i=0}^{n} h_i z_j(e_i) \leq n . \quad (11)$$

Thus it follows from Theorem 5 that the bound from Lemma 3 holds and is finite. To get the actual bound, we only need to find the constants $\xi^{(1)}$ and $\xi^{(2)}$ to be inserted into $(9)$. The first constant is given by

$$\xi^{(1)} = \max_{j,h,i} \left| \frac{z_j(h)}{\sigma^2} - \frac{z_j^{(i)}}{\sigma^2} \right| .$$

It can be upper bounded by $\max_{j,h} \frac{z_j(h)}{\sigma^2} \leq \frac{n}{\sigma^2}$, as an application of equation $(11)$ shows. The second constant is given by $\xi^{(2)} = \max_{j,h,i} |\frac{1}{\sigma^2} - \frac{1}{\sigma^2}| = 0$. Inserting these variables into inequality $(9)$ leads to the bound. \(\square\)

The bound $\mathcal{B}(G_\sigma(\Omega), p_{\text{mix}}, \epsilon)$ is also finite when $\Omega$ is restricted to a compact subset of $\mathbb{R}^n$. This can easily be verified by adapting equation $(10)$ accordingly.

Similar results can be obtained for other families of distributions. A prominent example are B-DBMs with truncated exponential distributions. In this case the energy function of the first layer is the same as for the binary RBM, but the values of the visible neurons are chosen from the interval $[0, 1]$ instead of $\{0, 1\}$. It is easy to see that for every choice of parameters the normalization constant as well as the bound are finite.

### 3.3. Infinite mixtures

We will now transfer our results for finite mixtures to the case of infinite mixtures following Li & Barron (2000).

**Theorem 7.** Let $G$ be a family of continuous distributions and $f \in \text{CONV}(G)$ such that the bound from Theorem 1 is finite for all $p_{\text{mix}} \in \text{MIX}(n,G)$, $n \in \mathbb{N}$. Furthermore, for all $p_{\text{mix}} \in \text{MIX}(n,G)$, $n \in \mathbb{N}$, and for all $\epsilon > 0$ let there exist a B-DBN in $\text{B-DBN}(G)$ such that $\mathcal{B}(G, p_{\text{mix}}, \epsilon)$ is finite. Then for all $\epsilon > 0$ there exists $p(v, h, \tilde{h}) \in \text{B-DBN}(G)$ with $\text{KL}(f || p) \leq \epsilon$.

**Proof.** From Theorem 1 and the assumption that the corresponding bound is finite it follows that for all $\epsilon > 0$ there exists a mixture $p_{\text{mix}}^{n'} \in \text{MIX}(n',G)$ with $n' \geq 2\epsilon^2/\gamma$ such that $\text{KL}(f || p_{\text{mix}}^{n'}) \leq \frac{\epsilon}{2}$. By assumption there exists a B-DBN in $\text{B-DBN}(G)$ such that $\mathcal{B}(G, p_{\text{mix}}^{n'}, \epsilon)$ is finite. Thus, one can define a sequence of B-DBNs $(p_\epsilon)_\epsilon \in \text{B-DBN}(G)$ with $\epsilon$ decaying to zero (where the B-DBNs only differ in the weights between the hidden layers) for which it holds $\text{KL}(p_\epsilon || p_{\text{mix}}^{n'}) \xrightarrow{\epsilon \to 0} 0$. This implies that $p_\epsilon \xrightarrow{\epsilon \to 0} p_{\text{mix}}^{n'}$ uniformly. It follows $\text{KL}(f || p_\epsilon) \xrightarrow{\epsilon \to 0} \text{KL}(f || p_{\text{mix}}^{n'})$. Thus, there exists $\epsilon'$ such that $|\text{KL}(f || p_\epsilon) - \text{KL}(f || p_{\text{mix}}^{n'})| < \epsilon/2$. A combination of these inequalities yields

$$\text{KL}(f || p_\epsilon) \leq |\text{KL}(f || p_\epsilon) - \text{KL}(f || p_{\text{mix}}^{n'})| + \text{KL}(f || p_{\text{mix}}^{n'}) \leq \epsilon .$$

This result applies to infinite mixtures of Gaussians with the same fixed but arbitrary variance $\sigma^2$ in all components. In the limit $\sigma \to 0$ such mixtures can approximate strictly positive densities over compact sets arbitrarily well (Zeevi & Meir, 1997).

### 4. Conclusions

We presented a step towards understanding the representational power of DBNs for modeling real-valued data. When binary latent variables are considered, DBNs with two hidden layers can already achieve good approximation results. Under mild constraints, we showed that for modeling a mixture of $n$ pairwise independent distributions, a DBN with only $2n + 1$ binary hidden units is sufficient to make the KL-divergence between the mixture $p_{\text{mix}}$ and the DBN distribution $p$ arbitrarily small (i.e., for every $\delta > 0$ we can find a DBN such that $\text{KL}(p || p_{\text{mix}}) < \delta$). This holds for deep architectures used in practice, for instance DBNs having visible neurons with Gaussian or truncated exponential conditional distributions, and corresponding mixture distributions having components of the same type as the visible units of the DBN. Furthermore, we extended these results to infinite mixtures and showed that these can be approximated arbitrarily well by
a DBN with a finite number of neurons. Therefore, Gaussian-binary DBNs inherit the universal approximation properties from additive Gaussian mixtures, which can model any strictly positive density over a compact domain with arbitrarily high accuracy.
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