
Embodied cognition and 
autonomous robotics

Gregor Schöner



Research goal

understand how cognition emerges in 
organism, that is, 

nervous systems linked to sensors and effectors, 
immersed in structured environments



Research goal

understand=discover the theoretical 
concepts that capture the 
“laws” (constraints, principles) that 
characterize cognition, perception, and 
action

uncover such constraints



Research goal

contribute to the empirical foundation of 
the concepts

by linking to empirical data from human behavior and 
neurophysiology

by demonstrating function in autonomous cognitive 
systems  



DFT, neural dynamics

as the conceptual framework for this 
research program



The conceptual framework of DFT

DST/DFT

DFT models for 
experiment: 
account for 
experimental
results

Laboratory
experiment
neural
behavioral

Robotic 
demonstrations 
of DST/DFT 
models

DST/DFT 
approaches to 
technical 
autonomous 
robotics 

robotic 
demonstrations
of experimental
results

DST/DFT 
human factors 
models

Naturalistic
experiment



Domains

to probe the power of the concepts, cover 
“everything” 

action: motor control, movement planning, coordinate frames

perception: visual psychophysics, discrimination, change 
detection

cognition: working memory, scene representations, object 
representations, pose estimation, sequence generation, 
sequence memory

higher cognition: concepts, grounding language 



Approaches

models to account for experimental data from 
the literature

models to account for experimental data from 
collaborators: contribute to paradigms

models of our own experimental data

experiments

models for autonomous robots/vision systems 
that demonstrate function



Motor domain: current

an integrated account 
of motor control that 
takes muscles models 
into account 

Figure 13: Endeffector-path, Ramps and velocity profile for a short movement from left to right.
The ramp duration is set to 0.2s. The interaction torques are off.

Figure 14: Endeffector-path, Ramps and velocity profile for a movement from left to right. The
ramp duration is set to 0.2s, the interaction torques are on and the cocontraction command is set
90 N.
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[Rachid Ramadan, Cora Hummert, Jean-Stéphane Jokeit]



Motor domain: current

Movement sequence and 
the degree of freedom 
problem

Carry-over coarticulation is motor equivalent, but anticipatory coarticulation is not 5

across conditions are labeled by the indices of the respective conditions separated
by „/", e.g., „S1/2-T4“ for a comparison of “S1-T4” to “S2-T4”.
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Abb. 1 Left: Participants move a cylindrical object from one of the positions 1-4 (experiment
no. 1) or from position 3 (experiment no. 2 and 3) to the center C (first sub-movement) and
then on to one of the four positions 1-4 (sub-movement 2). Right: Chronology of one trial:
(1) Object is placed at the gray circle. (2) Object is placed on the green starting position. (3)
The starting position, the center target and the final target are visible for three seconds. (4)
Together with a go-signal five positions are shown in gray and the object is moved from the
starting position to the center target and from there to the final target.

Participants sat on a chair in front of a monitor-table that was mounted ho-
rizontally. Their body midline was alinged with the center target position. They
were secured to the chair with a harness that allowed normal scapular motion but
prevented participants from moving their torso. For each participant, the experi-
ment took about 1.5 hours.

In each trial, participants first positioned the objects at the center target,
lighted in gray, and from then on kept their grasp of the object invariant. One of
the four starting locations appeared in green on the screen. Participants moved
and set down the object at that starting position. A display then came on for
three seconds that marked the central target in yellow and one of the outer circles
in red. After the three seconds, the display changed again. In experiments no. 1
and no. 2, the central target remained on in yellow, and all outer locations lit up
in grey. At the same time, a sound ("go signal”) indicated to the participants to
start moving. They first moved the object to the center target, briefly tapped the
object down at that location, then lifted and moved the object to the outer target
cued earlier, and set the object down there. In the third experiment, the display
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Abb. 9 Percentage of MANOVAs that yield significant effects for anticipatory coarticulation
(a) and carry over coarticulation (b) at five points in time during the movement in experiment
no. 1. The MANOVAs used as dependent variable either the joint configuration difference
vector in the UCM space (MEQ, coarticulation at the level of joint angles) or the joint con-
figuration difference vector in the ORT space (non-MEQ, coarticulation at the level of the
end-effector).

In Figure 10 the result of the motor equivalence (averaged over repetitions
and subjects) are plotted for all possible comparisons over time. The range of
the MEQ components lie between 0.008 and 0.03 rad/DoF whereas values of the
non-MEQ components lie between 0.002 and 0.01 rad/DoF. Here the value of the
MEQ component is a bit smaller than visible for anticipatory coarticulation of
experiment no. 1. Mostly the values of the MEQ component are bigger than the
values of the non-MEQ component. In two cases the non-MEQ component slightly
excels the MEQ component (in the middle of sub-movements). Again an increase
of the non-MEQ component in the middle of sub-movements is visible. This is
perhaps caused by slight mis-alignment of the trajectories and therefore different
timing. Additional in this experiment it is easy to detect an increase of the non-
MEQ component between the begin of the sub-movement and its end. Also the
MEQ component increases over time.

Similar to experiment no. 1 we statistically analyze the joint angle difference
vectors over time directly in the two sub-spaces UCM and ORT, using these vectors
as dependent variables of sets of MANOVAs (multivariate analysis of variance).
In Figure 11 the outcomes of these MANOVAs by reporting the percentage of
MANOVAs that led to significant effects for each of the five points in time is
summarized. Experiment no. 2 contains more repetitions per conditions than ex-
periment no. 1. Therefore it is not surprisingly that by summarizing the positive
outcomes of these MANOVAs a higher percentage can be found. The interesting

[Eva Hansen, Cora Hummert]



Motor control: current

Sequence memory 

[Cora Hummert]



Object-oriented movement 

an integrated model 
with a developmental 
perspective

[Jan Tekülve, Stephan Zibner]

reaching
    target

initial eef
 position

dx1

dx2

(0,0)
.

muscle model

upex

upin

oscillator

λ integrator

x1

x2

x1

x2

x1

x2

eef

goal

robot

movement
plane

current eef
position

x1

x2

*

movement plan

corollary discharge

virtual trajectory

the world / visual scene

arm movement



Object-oriented movement 

modeling time, 
constraint integration, 
obstacle avoidance

[Jean-Stéphane Jokeit, Britta Grimme]

6 Britta Grimme et al.

Table 1 Symbols describing the 9 obstacle configurations for experiment 1. Symbols are
composed as duad out of obstacle height and obstacle position. For example, O1S denotes a
small obstacle located nearby the start position.

obstacle position obstacle height
near:
11 cm

center:
16 cm

far:
21 cm

small:
15 cm

medium:
22.5 cm

tall:
30 cm

O1 O2 O3 S M T

point of 50 % excursion is reached twice, once for lift and once for descent. Figure 3

shows that the lift-component is largely una↵ected by a shift of the obstacle along

the start-target line. This is consistent with previous work (Grimme et al, 2012).

Still, a variation of obstacle distance leads to small, but significant di↵erences in the

lift curve that mainly refer to the descent movement, see table 2. On the contrary,

the transport component has a systematic delay for near obstacles. At each of the

three points in time, 25%, 50%, and 75% of movement, the transport component

for near obstacles significantly (P < 0.001) lags behind the transport component

for far obstacles. This delay is responsible for a steeper slope of the end-e↵ecor

path in near obstacle configurations which becomes visible when plotting the lift

component against the transport component as shown on the right of Figure 3.
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Fig. 3 Lift and transport component in dependence of obstacle distance (mean data over
all participants, conditions O1T (near) va O3T (far)). While the lift component is largely
invariant, the transport component varies with obstacle distance, being delayed for obstacles
early in the movement path. This delay is responsible for the steeper slope of the end-e↵ector
path.

3.1.3 Lift and transport in dependence of obstacle height

The amplitude of the lift component increases with increasing obstacle height

(F(2,12) = 1287, 235, P < 0.001). To check if this change in amplitude is just a

scaling or if it entails a change of the shape of the lift curve, we evaluated the

points in percentaged time at which 50 % (lift and descent) and 100 % of maximal

lift excursion is reached. As shown in Figure 4 the normalized (with respect to the

Elementary building blocks of human arm movements 5

arrangement of start and target positions and thus of movement direction (forward

versus backward). Seven participants (3 female, 4 male, 28.86 ± 1.65 years) took

part in this study. A sketch of the experimental setup is shown in Figure 2. At

Start

Target

11 cm

11 cm

16 cm

32 cm

O1

O2

O3 O2 O4 15 
 cm 

22.5 
 cm 

30 
 cm 

Fig. 2 Experimental setup: experiment 1. The target platform was located in straight ahead
direction in a distance of 32 cm from the starting platform. Obstacles of three di↵erent heights
were located near the starting position (O1), in the center (O2), or near the target position
(O3)

movement onset the cylindric object was located in front of the participants along

their mid-sagittal axis on top of the starting platform at a distance of 9 cm from the

front edge of the table. The target platform was positioned in a distance of 32 cm in

orthogonal direction to the starting platform. During movement participants had

to avoid an obstacle that could adopt three heights (15 cm, 22.5 cm, 30 cm) and was

located directly to the right of the line connecing the start- and target platform

at one of three possible distances from the starting position: 11 cm (near), 16 cm

(center), 21 cm (far). The obstacle had to be avoided over the top (in a vertical

plane). Participants had to transport the object to the target platform, and after

a short break return to the starting platform.

Participants completed 15 repetitions of each of the 9 configurations (3 obstacle

heights ⇥ 3 obstacle positions) for a total of 135 pseudo-randomly ordered trials.

Symbols which are used for describing the 9 configurations are explained in Table

1.

3.1.2 Lift and transport in dependence of obstacle distance

For a statistical analysis of the invariance of the lift shape, we evaluated the points

in percentaged time at which 50 and 100 % of maximal lift excursion is reached.The



Locomotion

modeling 
integration of 
stepping, balance, 
and obstacle 
avoidance 

[Hendrik Reimann, John Jeka]
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Individual components of the model will be mathematically formalized and tested using a related 
MATLAB framework COSIVINA, then integrated and simulated in CEDAR. Several components of the 
model will be developed in stages, using simplifying assumptions first (e.g., an exact inverse dynamic 
model), which are then relaxed in steps. At each stage, the stability properties of the generated gait 
will be assessed using state-of-the-art techniques.  
 
Experimental strategy. Three experiments will probe the interaction of balance, stepping and 
obstacle avoidance during locomotion. The experimental findings will be used to test model 
predictions of the interaction of these subtasks.  
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Measures. We assess each component task by different measures. (1) We measure the body’s 
translation through space by the COM velocity vector and the associated command through the AP 
CoP. (2) The postural state in the medial-lateral direction is assessed by the medial-lateral CoM and 
the associated motor command by the ML CoP. (3) The kinematic state of the leg’s movement in the 
swing phase we assess by measuring the lift of the foot in space over the walking surface, the 
transport of the foot in space parallel to the walking surface, and the foot orientation in space. (4) The 
state of the behavioral organization of walking is assessed by observing the duration of swing and 
stance phase, and the relative timing of the onsets and offsets of these phases. We assess inter-limb 
coordination of these phases by estimating the relative timing of the corresponding onsets and offsets 
across limb. (5) We manipulate environmental conditions to probe the interaction among the subtasks.
  
Specific Aim 1: Provide a neural process account of the two modes of control, 
propulsion/balance and stepping/obstacle avoidance, and of their activation/deactivation. 
Rationale: Two modes of control are required in bipedal locomotion. The stance foot grounds the 
body and moves it through space while maintaining balance. The swing foot moves toward a new 
stepping location while avoiding collision in rough terrain. While the theoretical framing for the first 
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 Our earlier work on the effect of obstacles on upper extremity reaching movements (Grimme et 
al., 2012), established that the lift trajectory is affected by the obstacle height, but not by the distance, 
while the transport trajectory depends upon both obstacle height and distance (see above). To 

examine these relationships for the lower extremity 
during locomotion, we have conducted an 
experiment where subjects stepped over a bar 
obstacle that was either small (15cm) or tall (25cm) 
and either near the stance foot (12cm) or far away 
from it (24cm). The effect of obstacles on stepping 
movements appears to be analogous to that for 
upper extremity reaching movements. For example, 
Figure 2 shows that movement time of reaching 
movements depends on the obstacle height and 
obstacle distance (p<0.01). For stepping, taller 
obstacles increase the movement time (p<0.001), 
similar to reaching movements, but there is no 

significant main effect for obstacle distance (p=0.10), in contrast to the reaching result. We 
hypothesize that this difference between reaching and stepping is due to the additional balance 
constraint acting on the stepping movement. 
 In a subsequent study, healthy young adults initiated a step in 3 conditions: over a Near 
obstacle (25% of subject leg length), over a Far obstacle (65% of subject leg length) and No obstacle. 
We found that stepping over near and far obstacles places different constraints on upright balance. 
When stepping over a far obstacle, trunk angle deviates less from vertical than when stepping over a 
near obstacle. Allowing the large mass of the trunk to deviate too far from vertical may threaten 
upright stability and the nervous system adopts a coordination pattern that severely limits trunk 
excursion. Such results suggest that upright stability may drive the adoption of distinct movement 
patterns when crossing obstacles, but a detailed model is required to fully understand these 
interactions between balance, stepping and obstacle avoidance. 
 Finally, in a recent project carried out in Dr. McFadyen’s laboratory, the position of a 19 cm 
high obstacle was unexpectedly advanced at either lead (early detection) or trail (late detection) foot 
contact prior to clearance with the goal of testing adaptive reorganization of foot-body geometry  
(Dugas et al., 2016). Despite many differences in foot-pelvis positioning from the static obstacle 
condition as well as between obstacle movement conditions, the pelvis maintained the same anterior 
position relative to the back supporting foot at both lead and trail clearance for both conditions. These 
preliminary findings show that while foot-pelvis positioning can be quickly adapted to unexpected 
obstacle positions, the pelvis position relative to the supporting foot appears to be a controlled variable 
during the crucial point of clearance.  
 
Switching – Modeling. Naturalistic motor behaviors involve sequences of different movements. 
Reaching for an object, for instance, entails switching from posture to movement back to posture, with 
appropriately timed opening and closing of the grasp. In locomotion, the stance and swing movements 
of either leg are sequentially organized and coordinated across the two legs. The activation and 
deactivation, or switching, of the associated control systems, which we call behavioral or movement 
organization, must be flexibly timed: When obstacle avoidance prolongs the duration of a step, the 
transition to stance must be delayed and the other leg’s stance phase extended, for instance, which 
requires slowing down the movement by an appropriate amount. Switching cannot rely exclusively on 
sensory triggers lest spurious switches occur in response to erroneous or noisy sensory signals. 
 The selective activation of different control modes is modeled by neural activation patterns that 
are self-stabilized and gate the underlying neural processes (Richter et al., 2012). Switching requires 
the active destabilization of the previously active mode through a dynamical instability, and the 
concurrent activation a new mode (Sandamirskaya and Schöner, 2010; Sandamirskaya et al., 2011; 
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Figure 2. Influence of obstacle distance and 
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Visual perception

the counter-
change model of 
apparent motion: 
interaction with 
the perception of 
the scene
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 Motion is coupled with objective position in world-centered coordinates
  (input to change detectors is through retinal position detectors)
 Perhaps functions over short ranges as object moves away from being stationa.ry.
 Based on counterchanging contrast?
 The basis of structure from motion (e.g., Norman, Hock & Schöner)?

Red pathway
 Motion is uncoupled from position (direct stimulus input to change detectors)
  and minimal inhibitory competition because of minimal position activation
   due to high speed motion, peripheral location or large inter-element distance)
 Perhaps only long range
 Perhaps based on counterchanging luminance (Janke)
 Perhaps back-and-forth coherence is lost
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[Howard Hock]



Visual cognition: scene perception

an account for 
the maintenance 
of visual scene 
memory

[Stephan Zibner]
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Fig. 7. The fields of the scene representation architecture can be divided into a spatial pathway (yellow) and a feature pathway (blue), which are combined
in working memory (red). External cues may enter the architecture (green). For each feature channel, there exists a copy of all fields in the lower part of the
figure, marked “feature”. Nodes realizing the behavioral organization of the architecture and connections to and from them are not shown here.

E. Attention, Working Memory, and Inhibition of Return

Figure 7 shows an overview of the fields and couplings of
the part of the architecture following the bottom-up processing
depicted in Figure 6. The attention field,
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is a central component of this architecture, which has in-
coming and outgoing connections to several other fields. It
receives input from the bottom-up saliency extraction u

sal

,
an excitatory spatial bias from ongoing queries in the space-
feature query fields uF

sfq

, which is integrated in a memory bias
field u

meb

, and an inhibitory spatial bias from the looking

working memory u
lwm

. Due to strong global inhibition in its
lateral interaction kernel, the attention field performs single-
peak selection decisions on its excitatory inputs, effectively
bringing a single location into the attentional foreground of the
architecture. Selection decisions are triggered by resting level
boosts originating in intention nodes of the behavioral organi-
zation for exploration (uio

int

denoting the intention to inspect
an object) and query (uqo

int

denoting to pick a single candidate
object for query). The attention field’s recent activation history
is carried along in a memory trace [51],
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ory over several attentional fixations. Note that projections



Visual cognition: binding

a neural dynamic 
account for feature 
binding

[Sebastian Schneegans, Raul Grieben]
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alone are not sufficient to induce peaks, but once 
the additional localized input from the scene WM 
field arrives at the intersection point of these ridges, 
the activation in the scene attention field reaches 
the output threshold and a peak forms.

Since the peak in the scene attention field can 
only form after the WM representation is estab-
lished, it can be used as a confirmation signal that 
the currently attended item has been memorized. 
It is therefore used in the model to drive a dis-
engagement of attention from the current item, 
which allows the selection of another item in the 
scene. This is implemented via a set of dynamic 

nodes (not shown in the figure). One peak detec-
tor node is associated with each scene attention 
field, which receives globally summed output 
from the field. These nodes act as binary switches 
that become active (i.e., produce an output signal) 
whenever the total output of the corresponding 
field exceeds a fixed threshold—that is, when a suf-
ficiently strong peak has formed there. These two 
peak-detector nodes drive a third node, called the 
condition-of-satisfaction (COS) node. This node 
becomes activated only when both peak detector 
nodes are active, thus indicating that the memori-
zation is complete for all features. The COS node 
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FIGURE 8.2: Activation patterns in the scene representation architecture during memorization of the first item. The 
fields are arranged analogous to Figure 8.1, only the placement of the allocentric spatial fields (top left) is slightly 
changed: The allocentric spatial attention field and the contrast field are spatially aligned with the scene attention fields, 
the spatial WM field is spatially aligned with the scene WM fields. The current visual scene is depicted in the top right; it 
provides localized inputs to the retinal fields. In the depicted situation, the leftmost item (red diagonal bar) is selected in 
the retinal fields and one-dimensional attention fields. Feature and spatial information is then transmitted via separate 
paths, and representations of the item’s features and position are formed in the one-dimensional WM fields. They are 
then combined again in the two-dimensional scene WM fields to memorize the conjunction of features in this specific 
item. Abbreviations: atn, attention field (scene, feature [ftr], retinal spatial [spt/ret], or allocentric spatial [spt/al]); con, 
contrast field (feature or spatial [spt]); IOR, inhibition of return field; ret, retinal field; WM, working memory field 
(feature, spatial, or scene).
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Visual cognition: object recognition

concurrent object 
recognition and pose 
estimation

[Oliver Lomp, Christian Faubel]

Lomp et al. Concurrently estimating pose and identity
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Figure 3. An overview of the contributions of the feature channels to the estimation process. The edge
channel here is representative of three channels of edge orientations extracted from the luma (Y) and blue
(Cb) and red (Cr) chromaticity channels of the YCbCr color model. Grey boxes labeled “T/M” stand for
transformation and matching stages as elaborated in Figure 2 and the text.

estimated parameters
pose only label only pose & label

recognition rate 100.0% 86.8% 87.2%

position error 13.0 px 0.8 px 13.5 px

orientation error 13.3

�
1.0

�
14.0

�

Table 4. System performance when partial information on the object in the image is provided. In “pose
only” recognition, label information was given to the system. In “label only” recognition, pose information
was provided. “Pose & label” recognition is the concurrent estimation of both object pose and identity
(results are taken from Table 1). Numbers printed in bold face correspond to information that was estimated
by the system in the testing phase.
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Higher cognition: spatial relations

a neural dynamic 
model of the 
perceptual grounding 
of spatial relations

[Mathis Richter, Jonas Lins]
Fig. 1: Architecture with activation snapshots while it is generating a phrase about a video. Fields are shown as color-coded
activation patterns; for three-dimensional fields, two-dimensional slices are shown. Node activation is denoted in opacity-
coded circles. Spatial templates are illustrated as color-coded weight patterns (bottom left). Excitatory synaptic connections
are denoted by lines with arrow heads, inhibitory connections by lines ending in circles. Transformations to and from polar
coordinates are marked with a ‘T’. Coordinate transformations are denoted as diamonds.

get field projects into the relational field via a steerable neu-
ral mapping (upper left blue diamond in Fig. 1) that shifts
the representation of the target objects so that it is centered
on the reference object. This transformation to a new refer-
ence frame is implemented as a convolution for performance
reasons.

The shifted representation of the target objects is then ro-
tated around the reference object. This transforms the tar-
get representation into an intrinsic reference frame defined
by the reference object’s movement direction. This rotatory
transformation, new over the previous model, is realized by a
steerable neural mapping that shifts activation patterns along
the azimuth of the polar coordinate representation of the re-
lational field (lower left blue diamond in Fig. 1). The extent
of the shift is determined by the movement direction of the

reference object, which is held by the rotation field.
The rotated target representation is projected into the rela-

tional CoS field. A second input to this field from spatial con-
cept nodes encodes the associated spatial templates through
weight patterns (illustrated in the lower left of Fig. 1). Over-
lap of the two inputs leads to a peak that represents the se-
lected target. The steerable neural maps thus make it possible
to apply the relational operator encoded in the fixed weight
patterns to objects at any visual location in any orientation,
implementing neural pointers.

The relational CoS field projects into the selective spatial
attention field via reverse transformations for rotation and
shift (upper and lower right diamonds in Fig. 1). Selec-
tive spatial attention projects into the three-dimensional at-
tentional fields, forming peaks there that in turn project to the



Higher cognition: spatial relations 
and their link to embodiment

mouse tracking 
to probe the 
grounding of 
spatial relations

[Jonas Lins]
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Fig. 2: Mean trajectories and comparisons between conditions. Trajectory plots show the distance (deviation) of the mean
trajectories from the direct path to the target, represented by the vertical mid-line (x=0, negative values correspond to leftward
deviation and vice versa), against the proportion of elapsed movement time. Except for (a), the conditions compared in each
plot differ with respect to the side of a specific item of interest in relation to the direct path. Blue and red circles in the top
corners of each plot indicate the direction in which the item of interest was situated for the correspondingly colored trajectory
(CoM=center of mass, R=reference, D=distracter). Red and blue shaded regions represent standard deviation. Gray dotted lines
represent the overall mean across all trajectories from the compared conditions. Gray bars on the left side of each plot indicate
significant differences between the solid-line trajectories (p < 0.01) at the respective timesteps. Bar graphs below each panel
show the distribution of trials over the balancing categories relevant for the comparison in that panel (bar labels: r=reference,
c=CoM, d=Distracter, s=same, o=opposite). (a) Mean over all trials. (b) Means by CoM side, (c) by reference side, across all
trials, (d) by reference side, only including trials with spatial terms “left” and “right”, (e) by reference side, only including trials
with spatial terms “above” and “below”, (f) by distracter side, across all trials, (g) by distracter side, only including trials with
spatial terms “left” and “right”,(h) by distracter side, only including trials with spatial terms “above” and “below”. (i) and (j)
compare the same means as (g) and (h), but with a fully balanced set of trials.
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Fig. 1: (a) left panel: Spatial template for “right of”. (a) center panel: General item regions defined by fit and distance
constraints. White outline denotes outer radius of reference item. (a) right panel: One specific three-item configuration (target
in red, distracter in green). The green dotted line here shows the region where distracters were placed for that specific target
position. (b) Experimental screen area with regions and locations constraining stimulus placement; item arrangement for “left
of”. The red dot corresponds to the reference item, the closer green dot on the left corresponds to the target item, and the green
dot below that to the (main) distracter. The green dot on the right is the opposite distracter. Gray dots are fillers. Black X’s
are potential target positions, the yellow diamond marks the center of mass of all items, the dotted square denotes the region
generally eligible for item placement, and the dashed gray line illustrates the direct path to the target. The start marker is located
at the bottom center (black dot). (c) The stimulus arrangement from (b) as viewed by the participants.

get position. Colors for each three-item set were randomly
picked, with target and distracter being colored alike.

A set of 335 different three-item configurations was ob-
tained for each spatial term, differing between terms only in
orientation. We thus arrived at 1340 configurations, each of
which was presented at four different positions on the screen,
such that the target item of each configuration appeared once
in each of four different on-screen target locations (black X’s
in Fig. 1b). These were arranged in a square around the cen-
ter of the stimulus region in a distance of 28.3mm (2.32� v.a.)
horizontally and vertically.

Nine filler items were added to each trial, each colored ran-
domly in one of the four remaining colors. Locations were re-
stricted to a square region of 184mm (15.1� v.a.) side length,
whose midpoint was positioned 200.8mm (16.6� v.a.) above
the start marker. The center of mass (CoM) across all 12 vi-
sual items had to be congruent with the center of that region
(±0.8mm), placing it straight above the start marker. Fillers
retained a border-to-border distance of at least 0.5mm. Loca-
tions were random otherwise.

Finally, as an additional incentive to evaluate the spatial
relation, in some trials (27%) one filler was turned into an
additional distracter by giving it the same color as target and
(main) distracter. It had to be located on the side of the refer-
ence opposed to the spatial term, and separated from the ref-
erence along the term’s axis (e.g., horizontal for “right of”)
by at least 28.3mm (2.32� v.a.).

The full stimulus set included 335 configurations ⇥
4 spatial terms⇥4 target positions = 5360 trials, which were
randomly assigned to the twelve participants.

Analysis

We analyzed only trials where participants selected the item
best matching the spatial phrase according to the fit function
(hereafter called target). We refer to the straight line from a

trajectory’s first point to the target item’s center as direct path.

Trajectory preparation Trajectories were trimmed to start
with movement onset and to end with the first data point
after crossing the target border. Sharply curved trajecto-
ries were discarded from the dataset to exclude re-decisions
in mid-flight and mouse overshoots. These were identified
by temporarily interpolating to a uniform segment length of
5mm and then determining curvature via the osculating cir-
cle method (considering each vertex and its two neighbours).
Trajectories exceeding a curvature of 0.1 were discarded.

Trajectories’ spatial coordinates were linearly interpolated
over 151 equidistant time steps (averaging will thus combine
position data from identical values of elapsed proportion of
total movement time). Trajectories were translated to start
at [0,0] and rotated around that point by the angle between
the target’s position vector and the y-axis. As a result, x-
values denote deviation from the direct path, negative values
indicating leftward, positive ones rightward deviation.

Statistical analysis Mean trajectories were compared by
testing for statistically significant differences between x-
coordinates at each of the 151 time steps using two-tailed
two-sample t-tests (Welch’s unequal variances t-test) with
p < 0.01. Data was pooled across participants for compar-
isons (taking the risk of inflating overall variance due to po-
tential differences between participant means).

Since data points in each mean trajectory are highly inter-
dependent, the informative value of each individual t-test is
limited. To remedy this, we used the bootstrapping proce-
dure introduced by Dale, Kehoe, and Spivey (2007), which
provides a criterion for how many t-tests in a consecutive se-
quence must yield significance before a difference between
trajectories can be considered overall significant. A separate
criterion for overall p < 0.01 was computed for each compar-
ison with 10,000 artificial experiments each.



Integration: Intentional robots

building a robot 
demonstration of a 
neural dynamics of 
intentionality

[Jan Tekülve]
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