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movement timing

generating actual time courses of movement

organizing movements in time: coordination 



How is timing generated? 

coordination:
relative timing

absolute 
timing

biomechanical
contribution to
timing

external
mechanical
contribution
to timing

external 
perceptual 
contribution
to timing



Relative vs. absolute timing
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Absolute timing

examples: music, prediction, 
estimating time

typical task: tapping

self-paced vs. externally paced



activation growth (hour glass)
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Clocks
oscillators: stable period 
solutions=limit cycle attractors
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Clocks

hour glasses are oscillators as well 

activation 

time 

event 1 event 3event 2

threshold

[from: Schöner, Brain & Cogn 48:31 (2002)]

a clock



Absolute timing diffusion 

provides 
an account 
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increase of 
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variance 
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Reduced timing variance for 
bimanual movement

observed 
by Ivry and 
colleagues

accounted 
for by 
averaging 
of two 
times
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locomotion, interlimb and intralimb

speaking

mastication 

music production 

... approximately rhythmic

Relative timing: movement 
coordination 



reaching and grasping

bimanual manipulation 

coordination among fingers during 
grasp

catching, intercepting

Examples of coordination of 
temporally discrete acts:



Coordination is the maintenance of 
stable timing relationships between 
components of voluntary movement. 

Operationalization: recovery of 
coordination after perturbations

Example: speech articulatory work 
(Gracco, Abbs, 84; Kelso et al, 84)

Example: action-perception patterns 

Definition of coordination



No, for example:

locomotion: whole body 
displacement in the plane

in the presence of obstacles takes longer

delay does not lead to compensatory acceleration

but coordination is pervasive... 
e.g., coordinating grasp with reach 

Is movement always timed/
coordinated? 



Relative vs. absolute timing

threshold
activation

time

absolute timing
relative timing

DT

T

relative phase=DT/T



in-phase
synchronization, moving through like phases 
simultaneously

e.g., gallop (approximately)

anti-phase or phase alternation
syncopation

e.g., trott 

Two basic patterns of 
coordination



An instability in rhythmic 
movement coordination

switch from 
anti-phase to 
in-phase as 
rhythm gets 
faster

time/frequency

relative phase 

anti-phase

time/frequency

finger trajectories

anti-phase in-phase

in-phase

Kelso, 1984



Instability

experiment 
involves finger 
movement

why fingers?
no mechanical coupling

constraint of maximal 
frequency irrelevant

=> pure neurallly based 
coordination 

Schöner, Kelso (Science, 1988)



Instability

frequency imposed by metronomes 
and  varied in steps

either start out in-phase or anti-
phase



data example (Scholz, 1990)



computation 
of continuous 
relative phase 
(Scholz, 1990)



Pattern stability
instability: anti-phase pattern no 
longer persists

thus: even though mean pattern is 
unchanged up to transition, its 
stability is lost

=> stability is an important property 
of coordination patterns, that is not 
captured by the mean performance 
alone



Measures of stability

variance: fluctuations in time are an 
index of degree of stability

stochastic perturbations drive system away from the 
coordinated movement 

the less resistance to such perturbations, the larger 
the variance 



Measures of stability

relaxation time
time need to recover from an outside perturbation

e.g., mechanically perturb one of the limbs, so that 
relative phase moves away from the mean value, then 
look how long it takes to go back to the mean pattern

the less stable, the longer relaxation time 
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Fig. 1. Sample relaxation time estimates in the anti-phase (top) 

and the in-phase (bottom) mode. In each part are shown (from 

above): the finger displacements (RF: right finger, LF: left fin- 

ger), the finger velocities, the continuous estimate of relative phase 

and the torque pulse. 

adjacent frequency plateaus. Perturbations were ran- 

domly distributed over a block of trials such that each 

of the nine frequency plateaus was perturbed a total 

of ten times. 

Using interactive computer displays, an estimate 

of the relaxation time was obtained from the time of 

torque pulse offset until the relative phase time series 

stabilized at its pre-perturbation mean value. Fig. 1 

illustrates this procedure for two typical runs - at the 

same pacing frequency (2 Hz) - in the two modes 

of coordination. 

Interactive computer displays were also used to 

measure the switching time on frequency plateaus in 

which a transition occurred. Here the estimate was 

determined as the time from the beginning of the fre- 

quency plateau to the point where the relative phase 

time series stabilized at a 0 ° (or 360 ° ) mean value 
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corresponding to the completion of the transition. 

The results of these experiments for the relaxation 

time estimate are shown in fig. 2 for all five subjects. 

We note the following features: (1) Except for the 

lowest frequencies, the relaxation time in the anti- 

phase mode is consistently higher than in the in-phase 

mode. (2) As the frequency approaches the transi- 

tion frequency, the relaxation time in the anti-phase 

mode increases yet remains constant or decreases in 

the in-phase mode. A mode by pacing frequency 

analysis of variance performed individually for each 

subject's data showed that this difference was statis- 

tically significant in all but one case. Even for this 

subject (BK), who showed an overall decrease of 

relaxation time in both modes, a sharp increase 

occurs in the anti-phase mode immediately prior (2.2 

Hz) to the transition. 

Overall pre-transitional increases in relaxation time 

thus prove the presence of critical slowing down in 

this biological coordination problem and are consis- 

tent with earlier theoretical predictions [7,8] and 

experimental studies of relative phase fluctuations 

[9,10] showing that: (1) The anti-phase mode is 

dynamically less stable than the in-phase mode; and 

(2) the transition from anti-phase to in-phase mode 

is connected with a loss of stability. Specifically, in 

the theoretical model for the stochastic dynamics of 

relative phase ¢ [7,8]: 

~= - a sin(C) - 2b sin(2¢) +,jrQ ~,,  (1) 

with ~, as gaussian white noise of unit variance, and 

model parameters a, b and Q. The relaxation times, 

rrel, were predicted as: 

1 1 

ZreLO-- 4b+a'  Zrel.~-- 4 b - a '  (2) 

where 0 refers to the in-phase mode and n to the anti- 

phase mode. When we determine the parameters a 

and b from the measured relaxation times in the two 

modes, we find that a/4b~0.39 on the last pre-tran- 

sition frequency plateau for all subjects. This is much 

further from the critical point (a/4b= 1.0) than found 

in earlier studies of relative phase fluctuations (in 

ref. [ 10]: a/4b.~0.64). Consequently the critical 

fluctuations predicted [ 8 ] 

/ \ I/2 

SD,~ (T~e,,,~) ~1.50 (3) 
-- \ Trel,O f 
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data example 
perturbation of 

fingers and 
relative phase

Scholz, Kelso, Schöner, 1987



Signatures of instability

loss of 
stability 
indexed by 
measures of 
stability 

frequency

variability of relative phase

frequency

relaxation time
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Fig. 2. The mean relaxation times as a function of pacing frequency for the five subjects (EB, GS, DT, JB and BK). The open triangles 

refer to the anti-phase mode, the closed triangles to the in-phase mode. The mean transition frequencies for the five subjects were: EB: 

2.02+0.15 Hz (N~ 34), GS: 2.27+0.15 Hz (N= 33), DT: 2.21 +0.17 Hz (N= 30), JB: 2.56+0.19 Hz (N=26)  and BK: 2.35+0.19 Hz 

(N= 28 ). In these imeans, transitions that were induced by a mechanical perturbation were discarded. Note that beyond the transition 

frequency trials started in either mode are in-phase. 

are comparatively small (cf0 ref. [10], where this 

ratio is 2 .13) . indeed in the present data the fluc- 

tuation enhancement on the pre-transition plateau 

in the anti-phase mode was not statistically signifi- 

cant. The SDs in both modes are at a level of 20 °, 

except for a tralasient enhancement on the transition 

plateau in the anti-phase mode. The parameter Q was 

estimated from I these data as 0.47 Hz. 

We can use these parameter estimates to test the 

consistency of  Our stochastic-dynamic modelling (1). 

As discussed in refs. [2-8] ,  the system is predicted 

to switch as soon as the time scales relation: 

rf~,.~ <<Tp << z~q~ , (4) 

is violated. Here z~q~ is the equilibration (or global 

relaxation) time of (1) and zp is the time scale of  

parameter change which is identical here to the 

observed time scale, and is given by % =  10 s. An 

estimate of z~u can be obtained from the mean first 

passage time (MFPT) for the passage from 

¢ =  + 180 ° to ¢ = 0  °. Using model parameter esti- 

mates for the frequency plateau immediately before 

the transition we calculated the MFPT numerically 

from a standard formula (cf. ref. [8], eq. (4.26)) 

and found M F P T =  13.0 s. For critical parameters 

( a = l . 6  Hz, b=0.40 Hz, Q=0.47 Hz) we found 

MFPT = 5.35 s. Thus switching indeed occurs as ~qu 

becomes shorter than Tp, entirely consistent with the 

stochastic theory. In earlier experiments [ 9,10 ] which 

found critical fluctuations, rp was smaller (4s)  

allowing the system to come closer to the critical point 

before (4) was violated (MFPT=9.62  s pre-transi- 

tional and 5.28 s critical there). As we have empha- 

sized [2,8], and as the present observations clearly 
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relaxation times, individual data



data (averaged across subjects) Schöner, Kelso (Science, 1988)



Neuronal basis of the two basic 
patterns

rhythmic movement patterns are 
driven by neuronal oscillators

their excitatory interaction leads to 
in-phase

their inhibitory interaction leads to 
anti-phase



coordination=stable relative 
timing emerges from coupling 
of neural oscillators

marginal stability of phase 
enables stabilizing relative 
timing while keeping trajectory 
unaffected 

d /dt = f( )

phase neutrally 
stable

phase 
stabilized
by coupling

time

activation

Movement timing

[Schöner: Timing, Clocks, and Dynamical Systems. Brain and Cognition 48:31-51 (2002)]



coordination patterns are stable 
states

stability may vary and may be lost

instability leads to pattern change

Dynamical systems account of 
instability



Dynamical systems account of 
instability

state of 
dynamical 
system 
x=relative 
phase

x

dx/dt=f(x)

dynamical system

fixed point, which is stable (attractor)



Dynamical systems account of 
instability

at low 
frequencie
s this 
system is 
bistable

in-phase anti-phase

x

dx/dt=f(x)



Dynamical systems account of 
instability

at 
increasing 
frequency 
stability of 
anti-phase 
is lost

relative 
phase

rate of change of relative phase

low
frequency

mid-range
frequency

high
frequency

in-phase anti-phase



Predicts increase in variance

“critical 
fluctuatio
ns”

variance

increase in 
movement 
frequency

anti-
phase

relative phase

rate of change of relative phase

in-
phase

noise

variance

relative
phase

d(relative phase)/dt d(relative phase)/dt

noise

variance

relative
phase

movement 
frequency



Predicts increase in relaxation time

“critical 
slowing 
down”

relaxation time

movement 
frequencyincrease in 

movement 
frequency

anti-
phase

relative phase

rate of change of relative phase

in-
phase



 Conclusion

to understand coordination patterns, 
we need to understand the 
underlying coordination dynamics

= stabilization mechanisms

and their strength

from which the mean pattern 
emerges



What level does the instability of 
coordination come from? 

from peripheral motor control?

from central motor control? 

from perceptual representations of 
movement? 



What level does 
instability come 

from? 

Mechsner, Kerzel, Knoblich, Prinz, Nature 2001

Is the instability tied to the motor system? 



Mechsner, Kerzel, Knoblich, Prinz, Nature 2001



=> coordination in space

rather than in effector space

so coordinated oscillators are central

rather than peripheral



Coordination of discrete movement

coupling can account for 
coordination of discrete 
movement based on the idea that 
oscillator is “on” (stable) only for a 
cycle… 

back and forth components of 
rhythmic movement are driven by 
different neural populations

so even rhythmic movement coordination 
may exploit this mechanism of discrete 
movement coordination 
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individual movements differ more strongly in move- 
ment amplitude and hence movement time (top panel) 
and evidently their synchronization is less complete 
(bottom panel) than in the case of Fig. 6. This accounts 
for the gradual breakdown of synchronization reported 
in Marteniuk et al. (1984) and Corcos (1984), as the 
movement conditions for the two components were 
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Fig. 8a, b. The coordinated movements (with coupling) shown in Fig. 
6 are reproduced as solid hnes: the small amplitude component in the 
top, and the large amplitude component in the bottom panel. The 
dashed lines show simulations at the same parameter values in which 
one component was perturbed at t = 1.2 s. In panel a of  the figure the 
intrinsically faster component x~ (top) is perturbed to assist the 
movement (xl ~ 3 cm ~ 2 cm, v ~ - 2 cm/s ~ - 4 cm/s), leading to a 
speeding up of  the unperturbed component to restore synchroniza- 
tion. In panel b the intrinsically slower component x2 (bottom) is 
perturbed to delay its movement (v I ~ - 8  em/s--,  +50  cm/s) leading 
to a slowing down of  the unperturbed component again to restore 
synchronization 

made more dissimilar. A similar breakdown of synchro- 
nization was observed by Kelso et al. (1983), when they 
placed an obstacle in the movement path of one compo- 
nent so that its space curve and hence movement time 
became much longer than that of the other hand. 

In the present theoretical account the tendency to 
synchronize discrete movement is due to the formation 
of a stable coordination pattern between the two com- 
ponents. This leads to the prediction that a remote 
compensatory reaction occurs in one component, if the 
other component is perturbed. (In light of previous 
discussion it is clear that the perturbation must be 
sufficiently strong to affect the nervous system level of 
coordination modelled here.) Moreover, the remote 
compensatory responses are such as to restore the 
coordination pattern, that is, to restore synchroniza- 
tion. We demonstrate this phenomenon for the model 
in Fig. 8. The two components perform movements 
with different movement amplitudes, but identical 
movement times due to coupling (solid lines of Fig. 8 
are the same trajectories as shown before in the lower 
panel of Fig. 6). In Fig. 8a we perturb component x~ to 
assist its movement (top panel, dashed line). We ob- 
serve an effect in the unperturbed component (bottom 
panel, dashed line): this component is also advanced in 
its movement, that means, the compensatory response 
tries to restore synchronization. Figure 8b shows the 
same effect when we perturb the slower component, x2, 
delaying its movement (lower panel, dashed line). In 
this case the effect in the other component is to move 
more slowly (top panel, dashed line), again in the 
direction of restoring synchronization. 

It would be very interesting to try to observe such a 
phenomenon in experiment, because this prediction is 
due to the conceptual structure of the present theory 
rather than to the detailed modelling assumptions. Ex- 
periments on perturbations of the movements of articu- 
lators in repetitive speech contain hints at such an 
effect. For example, Kelso et al. (1984) perturbed the 
jaw during various utterances and observed fast com- 
pensatory reactions in the upper lip if it was function- 
ally necessary to achieve final lip closure. Recently, 
Gracco and Abbs (1988) showed, that in similar situa- 
tions the compensatory movement of the remote articu- 
lator is such as to restore the normal relative timing of 
different articulators. 

Finally, we examine the consequences of the nonlin- 
ear coupling measured by the coupling coefficient/, that 
was introduced to account for anti-phase locking in 
rhythmic movement (see Haken et al. 1985). What 
could anti-phase locking mean in the case of discrete 
movement? The attraction to a relative timing corre- 
sponding to anti-phase locking leads to a tendency to 
perform two movements sequentially. Thus, if two dis- 
crete movements are initiated with sufficient delay (in 
the model: to, ~ different from to. 2), the movement time 
of the delayed movement increases to make the move- 
ment occur with less temporal overlap. In Fig. 9 we 
show two components moving with the same amplitude 
(standard parameter set, (25)), either individually (i.e., 
uncoupled: solid lines) or together (i.e., coupled: dashed 

[Schöner, Biol Cybern 63:257 (1990)]



Robotic demonstration: timed 
movement with online updating



rolls down the inclined plane. It is stored in a neural
activation field, which serves as a low-pass filter and is
used to control the ‘approach’ ECU. The time-to-impact
is used to control the ‘hit’ ECU, activating it whenever
the time-to-impact falls below a threshold.
E. Motor system

The motor system (lower right box in Fig. 2) re-
ceives input from the dynamical systems that control the
robotic arm. The dynamical systems described in Eq. 5
generate trajectories for the racket movement variables
x, y and φ in task space that are defined in the coordinate
system of the inclined plane. They are first transformed
to a world reference frame centered at the base of the
robot and then converted into joint angles using an
inverse kinematics transformation. Those joint angles
drive joint servo-controllers for the robot arm.

IV. Evaluation & Results
We have implemented the architecture both on a

real robotic platform (see Fig. 1) and in a physically
realistic Matlab simulation.1 Experimental results from
the robotic implementation are demonstrated in the
video associated with this paper. We used the simulation
environment to evaluate the performance of the system
both quantitatively, for many trials, and qualitatively, in
single situations that demonstrate its core properties.

For a quantitative evaluation, we ran a trial in which
the robot had to drive the ball up the inclined plane
(without obstacles) as often as possible. The trial con-
sisted of 1000 hitting sequences, where a new sequence
was started after every failure to hit the ball. For each
such hitting sequence, the number of consecutive hits
was counted. At the beginning of each sequence, the ball
was reintroduced into the scene with a random speed
([0.6 m, 0.8 m]) and launching angle ([95◦, 120◦]). If the
ball landed inside safety margins at the left and right
borders of the inclined plane, which the real robotic arm
cannot reach due to safety provisions, the ball was re-
injected without restarting the hit counter.

For a plane inclination of 5◦, the success rate for
hitting is 95.44 percent, with a mean of 20.94 consecutive
hits among all sequences. For a steeper inclination of 10◦,
the success rate is 92.43 percent, with a mean of 12.21
hits.

In the remainder of this section, we will illustrate
the core properties of the proposed model using results
of characteristic individual simulations of the complete
robotic scenario.

The trajectories in Fig. 5 demonstrate that the robot is
able to hit the ball successfully. Detailed time courses of
the relevant variables and parameters are shown in Fig. 6.
At t = 0 s, the ball is launched upwards from the bottom
of the inclined plane. At t ≈ 2.56 s, the ball starts rolling
down and the vision system provides a prediction of the

1The source code of the simulation is freely available for down-
load at http://neuraldynamics.eu.
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Fig. 5: Trajectories of the ball and the racket for a
successful hit. The brown line shows the racket orien-
tation, φ, at the moment of the hit.

Fig. 6: Time courses of meaningful variables of the
architecture during a successful hit. From top to bottom,
the plots show (1) whether a prediction for the ball
hitting point is available, (2) the time-to-impact, (3) the
activation of the intention nodes of ECUs, (4,5) the x-
and y-positions of the racket, and (6) the orientation φ
of the racket.
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the success rate is 92.43 percent, with a mean of 12.21
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In the remainder of this section, we will illustrate
the core properties of the proposed model using results
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The trajectories in Fig. 5 demonstrate that the robot is
able to hit the ball successfully. Detailed time courses of
the relevant variables and parameters are shown in Fig. 6.
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tation, φ, at the moment of the hit.

Fig. 6: Time courses of meaningful variables of the
architecture during a successful hit. From top to bottom,
the plots show (1) whether a prediction for the ball
hitting point is available, (2) the time-to-impact, (3) the
activation of the intention nodes of ECUs, (4,5) the x-
and y-positions of the racket, and (6) the orientation φ
of the racket.

(a) Trajectory of the racket when the ball is reflected by an
obstacle during the racket movement. The thin black lines
show the unperturbed trajectories of the ball and the racket.

(b) A new hitting movement sequence is initiated while the
end-effector is still moving back to the reference configuration.

(c) Trajectory of the racket when the ball is deviated by an
obstacle during the racket movement. The thin black lines
show the unperturbed trajectories of the ball and the racket.

(d) Trajectory of the racket when the ball is perturbed by
many obstacles during the racket movement.

Fig. 7: Trajectories of the ball and racket for characteristic individual simulations of the robotic scenario.

hitting point and the time-to-impact. The intention node
of the ‘approach’ ECU turns on and drives the end-
effector toward the predicted hitting point along the x-
axis and y-axis. As the ball approaches the hitting point
and the time-to-impact falls below the variable threshold
(at t ≈ 3.95 s), the intention node of the ‘hit’ ECU gets
activated. This initiates a timed hitting movement of
the racket orientation, φ, the racket hitting the ball at
t ≈ 4.42 s. The hit drives the ball back up the inclined
plane, removing the prediction of the hitting point of
the ball prediction. The intention nodes of the ECUs
‘return from hit’ and ‘return/track’ switch on and initiate
movements that drive the racket orientation, φ, back
to the initial orientation and the x- and y-position of
the end-effector back to the initial posture. At the same
time, the end-effector starts tracking the ball along the

horizontal axis.
We now demonstrate in four scenarios the character-

istics of our model in generating and flexibly organizing
sequences of timed movements. Each scenario consists of
a different kind of perturbations on the ball trajectory.

In the first scenario, shown in Fig. 7a, the ball is
reflected by an obstacle while the end-effector is mov-
ing toward the predicted hitting point. The model au-
tonomously reacts to this perturbation by aborting the
hitting movement sequence and initiating a movement
back to the initial posture, ready to initiate the next
hitting movement.

The second scenario (Fig. 7b) shows that the model is
able to activate a new hitting sequence even while still
moving back to the initial posture. This may for instance
occur after a successful hit that was however not strong
enough to drive the ball far enough up the incline.

[Oubbati, Richter, Schöner, 2013]



… deeper issue in timing…

movement as relaxation to an attractor

as in potential field approach

as in old Kelso, Turvey conception

as in the EP hypothesis?  

vs. movement being generated while system is in 
an attractor

as in the limit cycle picture

as in the attractor dynamics approach for heading 
direction=velocity variable 



next issue:

linking the low 
dimensional timing 
signal (in space) to 
the high-
dimensional space in 
which joints and 
muscles are 
controlled

motor commands

DoF/muscles


