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What is entailed in generating an 
object-oriented movement? 

scene and object perception

movement preparation

movement initiation and 
termination

movement timing and 
coordination

motor control

degree of freedom problem

=> spans perception, cognition 
and control

movement
preparation

timing 

control 



What is entailed in generating an 
object-oriented movement? 

it is difficult to isolate 
any individual process

=> this is why 
movement is so hard to 
study 

=> this is why it is 
critical to understand 
integration

movement
preparation

timing 

control 



plan for the rest of the 
course 

take you through the 
component process

and discuss theoretical 
concepts relevant at each 
level

point to open problems 

[Martin, Scholz, Schöner. Neural Computation 
21, 1371–1414 (2009]
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1) Scene representation

[Martin, Scholz, Schöner. Neural Computation 
21, 1371–1414 (2009]
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Scene representation

Human movement is planned based on 
perception that is specific to movement 

e.g., blind sight 

and is largely about where objects are in space 
and object pose

supported by gaze 



Scene representation

human scene perception is about 
space, in scene centered coordinates, 
but linked to gaze and body frame 

scene perception is driven from 
working memory and has limited 
capacity 

4.2. EXPERIMENTS 73

Figure 4.6: This figure shows example scenes assembled from the object set
shown in Figure 4.5. Di↵erent variations of scene complexity are shown.
The top-left example shows a scene with uniform background. The top-right
example introduces a local patterned background. The bottom-left exam-
ple shows a scene cluttered with small objects. The bottom-right combines
patterned background and object clutter.(todo: replace bottom images)

robustness against outliers in the mean feature values by only considering
the minimal error of the whole search window.

The continuous precision measure does not take into account that each
region may contain multiple distinct feature values, while the internal repre-
sentation only stores a single value. Objects with complex shape and color
scheme thus lead to a decrease in precision. The discrete precision measure
only takes a single mean feature value into account. This method treats the
single-peak nature of the internal representation more fairly, but is prone to
picking outliers from the mean feature values. Using a search window reduces
this influence, but distorts the error in other ways.

Coverage is a measure of how much information about a scene is available
in the internal representation. Similar to precision, continuous and discrete

[Schneegans et al., J Vision 2014]



Theoretical concepts

visual scene representation is based on neural 
fields in visual and feature space 3
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Figure 2. Detection, Working Memory, and Forgetting: These figures show a portion of the full architecture, the scene space field, demonstrating three
basic instabilities. In the first step on the left, three perceived objects are visible in the current field of view. All three objects are represented in the field due
to a detection decision, whereas a small perturbation on the table is not represented. Regions that are currently not in the visual range reside in a different
regime and differ in the resting level. The figures in the middle show the field in a follow-up state, which is produced by changing the robot’s gaze. Now,
there is only a single object in the input image. Two working-memory peaks represent the other two objects. Due to different resting levels, both peaks are
self-sustained. The figures on the right show the field state after the robot’s gaze returned to its initial position. While two objects were outside the robot’s
gaze, one object was removed. After returning to the previous viewing angle, the input image only contains two objects. The working memory peaks in the
previous field activity return to the region of lower resting levels. Since working memory cannot be sustained without additional visual input, the field forgets
the missing object.

values and thus encodes metric information about perceptual
objects or motor plans.
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Figure 3. Selection Decision. The displayed motor selection field receives two
competing inputs that are equally strong. Only one of the inputs is selected.
A peak has built at its location, the other input is suppressed.

How many dimensions are needed to characterize such
objects or actions? Because of the computational cost of
using DNFs with many dimensions, limiting the number of
dimensions is an important concern. For instance, the control
of a seven degree of freedom arm may at first seem to require
a seven-dimensional space. There is no need, however, to such
a high-dimensional DNF. Reaching may be characterized by
the elevation and azimuth angles of the heading direction of
the end-effector, which span a two-dimensional space. The
tangential velocity of the end-effector may be encoded in a
separate one-dimensional DNF [35]. An analytical solution

to the inverse kinematics of the robot arm can then be used
to expand an estimate of the desired motor state from these
two low-dimensional spaces into the full seven-dimensional
kinematic state of the arm. In other cases, the effector system
itself is captured by a small number of dimensions. This is the
case for motor control of the head used in our architecture,
which comprises only the head pan and tilt angles. Similarly,
the location of visual objects in the image plane may be
captured by a two-dimensional field. A further reduction is
not possible, however. If an object must be selected among
a set of visible objects through an attentional process, then
the two spatial dimensions must be co-activated. If selection
were to occur separately in two one-dimensional field for each
spatial dimension, then different objects may be selected along
the horizontal compared to the vertical axis, leading to a mis-
matched spatial description (a so-called illusory conjunction).
On the other hand, once an object has been selected, the motor
commands for the pan and tilt angles of a camera head may
perfectly well be represented separately each within a single
one-dimensional field, as there is only one possible value
along each dimension. As a more general rule, information
can be kept separately in low-dimensional fields, as long as
there is no need for associations of concurrent activation in
multiple fields. From a practical view, lower-dimensional fields
are computationally much cheaper as their high-dimensional
counterparts and can therefore have a better sampling of the
continuous metric they represent.

To encode the combination of a single visual feature such as
color with the two-dimensional visual array requires a three-
dimensional DNF. As more feature dimensions are added,

stable peaks of activation [Zibner et al., IEEE Trans Auto Mental Devel. 3:74 (2011)]
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visual scene representation is based on neural 
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Figure 2. Detection, Working Memory, and Forgetting: These figures show a portion of the full architecture, the scene space field, demonstrating three
basic instabilities. In the first step on the left, three perceived objects are visible in the current field of view. All three objects are represented in the field due
to a detection decision, whereas a small perturbation on the table is not represented. Regions that are currently not in the visual range reside in a different
regime and differ in the resting level. The figures in the middle show the field in a follow-up state, which is produced by changing the robot’s gaze. Now,
there is only a single object in the input image. Two working-memory peaks represent the other two objects. Due to different resting levels, both peaks are
self-sustained. The figures on the right show the field state after the robot’s gaze returned to its initial position. While two objects were outside the robot’s
gaze, one object was removed. After returning to the previous viewing angle, the input image only contains two objects. The working memory peaks in the
previous field activity return to the region of lower resting levels. Since working memory cannot be sustained without additional visual input, the field forgets
the missing object.

values and thus encodes metric information about perceptual
objects or motor plans.
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Figure 3. Selection Decision. The displayed motor selection field receives two
competing inputs that are equally strong. Only one of the inputs is selected.
A peak has built at its location, the other input is suppressed.

How many dimensions are needed to characterize such
objects or actions? Because of the computational cost of
using DNFs with many dimensions, limiting the number of
dimensions is an important concern. For instance, the control
of a seven degree of freedom arm may at first seem to require
a seven-dimensional space. There is no need, however, to such
a high-dimensional DNF. Reaching may be characterized by
the elevation and azimuth angles of the heading direction of
the end-effector, which span a two-dimensional space. The
tangential velocity of the end-effector may be encoded in a
separate one-dimensional DNF [35]. An analytical solution

to the inverse kinematics of the robot arm can then be used
to expand an estimate of the desired motor state from these
two low-dimensional spaces into the full seven-dimensional
kinematic state of the arm. In other cases, the effector system
itself is captured by a small number of dimensions. This is the
case for motor control of the head used in our architecture,
which comprises only the head pan and tilt angles. Similarly,
the location of visual objects in the image plane may be
captured by a two-dimensional field. A further reduction is
not possible, however. If an object must be selected among
a set of visible objects through an attentional process, then
the two spatial dimensions must be co-activated. If selection
were to occur separately in two one-dimensional field for each
spatial dimension, then different objects may be selected along
the horizontal compared to the vertical axis, leading to a mis-
matched spatial description (a so-called illusory conjunction).
On the other hand, once an object has been selected, the motor
commands for the pan and tilt angles of a camera head may
perfectly well be represented separately each within a single
one-dimensional field, as there is only one possible value
along each dimension. As a more general rule, information
can be kept separately in low-dimensional fields, as long as
there is no need for associations of concurrent activation in
multiple fields. From a practical view, lower-dimensional fields
are computationally much cheaper as their high-dimensional
counterparts and can therefore have a better sampling of the
continuous metric they represent.

To encode the combination of a single visual feature such as
color with the two-dimensional visual array requires a three-
dimensional DNF. As more feature dimensions are added,

[Zibner et al., IEEE Trans Auto Mental Devel. 3:74 (2011)]

sustained peaks of activation: working memory



Robotic demonstration

[Zibner, Faubel, ICDL 2011]



Coordinate transformations
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useful for movement

emerge from dynamic neural fields



Coordinate transformations

example: 
predict retinal 
location 
following gaze 
shift

[Schneegans, Schöner, Biol Cybern 2012]



DFT account for how to keep track 
of visual targets across saccades

14 Sebastian Schneegans, Gregor Schöner
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Fig. 8 Double step saccade task. Top row: Visual scene and gaze changes. The cross indicates the current fixation point, the dashed box the
current field of view, which yields the input to the retinocentric field. Arrows indicate gaze changes, filled circles visual stimuli, and dashed open
circles show positions of stimuli that are no longer visible. Middle row: Retinocentric output of the transformation field. Bottom row: Output of
the body-centered field (covering twice the range of the retinocentric output). (A) Presentation of first saccade target. (B) Presentation of second
saccade target. (C) Memory representation of stimulus locations before gaze changes. (D) Situation briefly after the first gaze change. (E) Situation
briefly after the second gaze change.

position from the expected remapped location, depending
on the metrics of the first saccade. The mean amplitude of
the error was 0.29� (maximal error: 0.85�, standard devi-
ation from expected location: 0.35�). Errors in the remap-
ping occur mostly when the peak in the transformation field
does not shift exactly along the input ridge from the body-
centered field, which can be caused by lateral interactions
in trials where old and new peak positions partly overlap.
This typically results in a slight under-compensation of the
gaze shift, occurring most frequently if the first saccade is of
intermediate length. The remapping is also affected by the
errors in the result of the gaze update described above. Pos-
sible motor errors, which produce deviations between the
CD signal and the actual saccade metrics, are not taken into
account in the model.

Note that the neuronal structures involved in accounting
for trans-saccadic memory are the same ones discussed in
the previous subsection.

3.5 Time course of remapping

To test whether the model can account for the experimen-
tal evidence for retinocentric remapping of Duhamel et al
(1992), we performed several simulations that emulated
the experimental situations. Duhamel et al (1992) recorded
from macaque LIP neurons, which were characterized by
their retinocentric receptive fields. By comparing these neu-
ronal responses to the retinocentric output of the transfor-

mation field we are making the assumption that the observed
neurons are either gain-modulated themselves (something
that was not tested in experiment) or that these neurons
are driven from gain-modulated input neurons. To make
the comparison, we select a single retinocentric position
that matches the receptive field center of an experimen-
tally observed neuron, and determine the time course of the
retinocentric output at that position. The retinocentric output
of the transformation field, read out at single position, yields
an estimate for the average response of all gain-modulated
neurons with a matching retinocentric receptive field. A
very similar response pattern can also be expected in purely
retinocentric representations that receive input from these
gain-modulated neurons.

The original task did not require the macaques to mem-
orize stimulus locations. This makes is possible that the sys-
tem is operated in the “perceptual mode”, in which peaks
persist only while localized input is present. In other cases
the updated information may be relevant for a task and could
potentially be retained by the fields. In those cases, the sys-
tem should be operated in the “memory mode”, in which
peaks are sustained when localized input is removed. Given
the limitations of the experimental record, we look at both
regimes for this discussion.

Experimental and simulation results are shown in Fig. 9.
All simulations were performed using the full implemen-
tation of the model for two-dimensional inputs. In the first
simulation, a constant fixation stimulus and a transient probe
stimulus (located 20� above and 10� to the right of the

[Schneegans, Schöner, Biol Cybern 2012]



neural representation of visual space with 
attentional selection and on-line updating 
provides information about movement targets

coordinate transforms enable invariance 
across fixations

Lessons



Robotic 
demonstration

hypothesis: movement 
parameters result from the 
visual representation of a 
reaching target, transformed 
into a frame that is centered 
on the initial position of the 
hand

which is updated 
intermittently 
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Fig. 1. This figure shows the full movement generation architecture. Some details are hidden in connections for clarity’s sake, but are marked with text
stating “including . . . ”. See text for more details.

B. Generation of virtual trajectory

The movement plan feeds into a two-layer DNF, consisting
of u

pex

and u

pin

(see Figure 1, C),

⌧

pex

u̇

pex

(x, t) = �u

pex

(x, t) + h+ s

pex

(x, t) (6)
�[w

pex,pin

⇤ ⇢(u
pin

)](x, t)

⌧

pin

u̇

pin

(x, t) = �u

pin

(x, t) + h+ s

pin

(x, t), (7)

with s

pex

(x, t) = s

pin

(x, t) = s

pla

(x, t) + c

mov

�(u

int

mov

(t))

and ⌧

pex

< ⌧

pin

. The two-layer structure of u

pex

and u

pin

serves as a neural oscillator. Transient activation is created in
the excitatory layer, which the more slowly evolving inhibitory
layer suppresses over time. This dynamics thus performs a
one-shot active transient in response to input. The oscillation
is parameterized by the movement plan s

pla

and is switched on
by the activation of a neural node u

int

mov

, which expresses the

intention to generate movement. Both layers use a semi-linear
output function ⇢(·) instead of �(·),

⇢(x, t) =

⇢
u(x, t) for u(x, t) > 0

0 else.

(8)

This assures that no movement is created as long as u

pex

is
below threshold. Note that u

pex

and u

pin

cover a larger spatial
area than u

tar

and u

ini

, as their coordinate system expresses
relative distance to the end-effector. Consequently, if the end-
effector is at the target, the target appears in the center of u

pex

and u

pin

with a distance of zero to the end-effector.
From the relative position of the target in u

pex

, a velocity
vector v is extracted by integrating over the represented
domain X = {(x

1

, x

2

) 2 R2

: �50  x

1

, x

2

 50}:

v(t) =

ZZ

X

⇢(u
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(x, t))!(x) dx

1

dx

2

. (9)

[Zibner, Tekülve, Schöner, ICDL 2015]
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2) Movement planning in 
spatial terms as a dynamic 

process

[Martin, Scholz, Schöner. Neural Computation 
21, 1371–1414 (2009]
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Movement preparation

movement is planned before it is 
initiated 

movement plans are about the 
hand’s movement in space 

movement plans evolve 
continuously in time

target jumps

trajectory is
adjusted
online

[Erlhagen, Schöner, Psych Rev 2002]



Neural basis of movement preparation
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[after Bastian, Riehle, Schöner, submitted]



[Bastian, Riehle, Erlhagen Schöner, Neuroreports 9:315 (1998)]

an estimation procedure through which a distribu-
tion of activation over the movement parameter
‘direction’ can be constructed. (2) The notion of
preshaping of neural representations is employed to
search for specific use of prior information. By
extrapolating the estimation procedure for popula-
tion representations into periods in which incomplete
information about movement direction is available,
the preshaping of these representations can be
observed. (3) To detect experimentally such
preshaping, the amount and metric range of prior
information is varied by precueing either one, two
or three adjacent movement targets.

Materials and Methods

A monkey (Macaca mulatta) was trained to perform
pointing movements. It was cared for in the manner
described in the Guiding Principles in the Care and

Use of Animals of the American Physiological Society.
The animal sat in a primate chair in front of a vertical
panel on which seven touch sensitive light emitting
diodes (LED) were mounted, one in the center and
six equidistantly on a circle around the center. A trial
started when the center target was illuminated. The
animal had to touch the center target and wait for
the preparatory signal (PS), consisting of the illumi-
nation of one or several targets in green. After a
preparatory period (PP) of 1 s, one of the green
targets turned red, thus providing a response signal
(RS), which instructed the animal to release the center
button and to point at the specified target. Three
different types of prior information were presented:
(i) complete information in which a single target was
illuminated; (ii) partial information with two adjacent
targets illuminated; (iii) partial information with three
adjacent targets illuminated. Each of the three types
of prior information was presented in a separate block
of about 120 trials. Within each block, all possible
movement directions were presented randomly.

After training, the animal was prepared for
surgery. A circular recording chamber was placed
under halothane anesthesia (< 0.5% in air) over the
dorsal premotor cortex contralaterally to the task
performing arm. A T-bar was fixed on the skull 
in order to immobilize the animal’s head during 
the experimental session. A multi-electrode micro-
drive (Reitboeck device, Uwe Thomas Recording,
Marburg) was used to transdurally insert seven
independently driven micro-electrodes (impedance
1–4 M! at 1 kHz) into the motor cortex. Action
potentials of single neurons were recorded extracel-
lularly and isolated using a window discriminator.
Only neurons that changed significantly (one-factor
analysis of variance) their activity as a function of
movement direction during reaction time (time from
the occurrence of the RS until the initiation of move-
ment observed as the release of the center button),
or during movement time (time from the initiation
of movement until the hand touches the target) were
selected for the further analysis at the population
level. The activity of 40 of 56 neurons (71%) recorded
in the condition of complete information, 46 of 57
neurons (81%) recorded in the condition of partial
information with a precue of two targets, and 41 of
49 neurons (84%) recorded in the condition of partial
information with a precue of three targets reached
statistical significance.

The construction of a population representation 
of movement direction is technically similar to the

A. Bastian et al.
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FIG. 1. The dynamic field model of movement preparation repre-
sents the movement parameter ‘direction’ ("), by an activation field,
u("). Peaks of activation represent the parameter value at which
they are localized. The field evolves continuously in time as governed
by a dynamic system:

#uu. (",t) = – u(",t) + !w(" – ") f (u(",t)) d"$
+v(t) + h(t) + S(",t)

#vv
.(t) = – v(t) + c!f(u(",t))d"

Sensory information associated with the preparatory signal, PS, and
the response signal, RS, is modelled as localized excitatory input,
S(",t) and global excitatory input, h(t). Interaction within the field
(local excitation, global inhibition, w(" – ")) stabilizes a single local-
ized peak of activation as the target state of the field. The activa-
tion induced by input stimulation is transiently suppressed again by
an inhibitory process, v(t). The figure shows the temporal evolution
of the activation field in two cases. (A) When the preparatory signal
specifies completely the movement direction (at target 3), the corre-
sponding input preshapes the field at the specified location. The
response signal drives this localized peak transiently to higher levels
of activation. (B) When, by contrast, the preparatory signal speci-
fies two neighboring targets (at targets 3 and 4) the field is more
broadly preshaped and its maximum is centered on the average of
the two precued movement directions. The response signal now
leads not only to an increase of activation, but also to a shift of the
peak location toward the specified target (target 3) and a sharpening
of the distribution.
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Movement plans evolve 
continuously in time

movement preparation is graded and continuous in time 
starting out from preshaped representations

time
move on 4th to tone

imperative stimulus

imposed SR interval

timed movement 
initiation paradigm

[Ghez and colleagues, 1988 to 1990’s]



Behavioral evidence for preshape

[Favilla et al. 1989]
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Behavioral evidence for preshape
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Dynamic Field Theory (DFT)

[Erlhagen, Schöner. 2002, Psychological Review 109, 545–572 (2002)] 

theoretical account: movement parameters are 
represented in dynamic neural activation fields
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place with minimal changes in the hand paths. Table 1
shows the means and standard errors of curvature and
linearity indices (see Materials and methods) across sub-
jects (n = 5) for predictable targets and for each time in-
terval for unpredictable targets. Small increases in curva-
ture of 1°–2° and reductions in linearity occur among
movements initiated between 80 and 200 ms after target
presentation. However, all values are well within the
range of normal values for linearity in reaching move-
ments (e.g. Atkeson and Hollerbach 1985; Georgopoulos
1988a, b; Georgopoulos and Massey 1988; Gordon et al.
1994b). Moreover, as can be noted among the hand paths
illustrated in Fig. 5, change in direction associated with
curvature did not appreciably reduce the directional error
at the end point. Similarly, the improvement in accuracy
was not achieved through variations in movement time.

Those data will, however, be considered in greater detail
below when the systematic effects of target separation on
movement time are described (see Fig. 10).

Threshold target separation
for discrete directional specification

Figure 7 shows the distributions of initial movement di-
rections in one subject at five target separations and
smoothed for clarity. Data from the same three succes-
sive S-R time interval bins used in earlier figures are
shown in different line types. For the 30° degree target
separation, at S-R intervals ≤ 80 ms (dotted line and his-
togram to show effect of smoothing) initial directions are
distributed unimodally around the midpoint of the range

224

Fig. 7 Experiment 2. Distribu-
tions of movement directions at
the time of peak acceleration in
one subject for five target sepa-
rations. In each plot, distribu-
tions were fitted with a smooth
line using a cosine function
(Chambers et al. 1983). The ar-
rows on the x-axis point to the
required direction for each tar-
get separation. In the top plot,
the actual histogram for re-
sponses with S-R intervals
≤ 80 ms is displayed to demon-
strate the relationship of the fit-
ted line to the actual distribu-
tion. On the right side of each
plot, the actual target locations
are displayed for reference &/fig.c:

[Ghez et al 1997]
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behavioral evidence for preshape
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Studying movement preparation in 
the reaction time (RT) paradigm
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task set

that is the critical factor in most studies of 
selection! 

for example, the classical Hick law, that the number of choices 
affects RT, is based on the task set specifying a number of choices

(although the form in which the imperative signal 
is given is varied as well... )

how do neuronal representations reflect the task 
set? 
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using preshape to account for 
classical RT data 

Hick’s law: RT 
increases with the 
number of choices
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[Erlhagen, Schöner, Psych Rev 2002]



metric effect

predict faster 
response times for 
metrically close than 
for metrically far 
choices
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experiment:  
metric effect

[McDowell, Jeka, Schöner ]
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