
Computational 
Neuroscience: Neural 

Dynamics



What is this course about?

Theoretical tools/concepts	

Dynamical systems theory (attractor dynamics approach)	


in which stability is central	


as is the analysis of instabilities



=> we’ll have math tutorials

about the foundations of dynamical 
systems, attractors, stability, bifurcations	


making use of interactive simulators	


having you use simulators in your 
home/work or in life sessions 



Why learn theory? 

Understand concepts	


e.g., what does it mean that a particular brain area is 
responsible for a particular function? 	


Test understanding by making predictions	


example: change detection 



Change detection for color

Johnson, Spencer, Luck, Schöner, 2008



DFT model of change detection

Johnson, Spencer, Schöner, 2007
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Figure 6. The generation of “same” and “different” responses in a DFT model of VWM and change 
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behavioral signatures of DFT

at close metric 
separation, there is less 
inhibition in perceptual 
layer, leading to reduced 
threshold for change 
detection for metrically 
close items! 

Johnson, Spencer, Luck, Schöner, 2008



Experimental confirmation

better change 
detection 
when items are 
metrically 
close!	


true also for 
orientation 
discrimination

Johnson, Spencer, Luck, Schöner, 2008



Why learn theory? 

Test understanding by demonstrating 
functions



Example: selection decisions in 
Piaget’s A not B paradigm
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Toyless variant of A not B task

Linda Smith & Esther Thelen

toy to be hidden [24]. Directing attention to an in-view
object (A) heightens activation at the location and, in the
experiment, infants reach to that continually in-view
object. Subsequently, when the experimenter directs
attention to a different nearby in-view object (B), infants
watch, but then reach back to the original object (A).

Experimenters have also made the error vanish by
making the reaches on the B trials different in some way
from the A trial reaches. In the model, these differences
decrease the influence of the A trial memories on the
activations in the field. One experiment achieved this by

shifting the posture of the infant [24]. An infant who sat
during the A trials would then be stood up, as shown in
Fig. 3, to watch the hiding event at B, during the delay and
during the search. This posture shift causes even 8- and
10-month-old infants to search correctly, just like
12-month-olds. In another experiment, we changed the
similarity of reaches on A and B trials by putting on and
taking off wrist weights [25]. Infants who reached with
‘heavy’ arms onA trials but ‘light’ ones on B trials (and vice
versa) did not make the error, again performing as if they
were 2–3 months older. These results suggest that the
relevant memories are in the language of the body and
close to the sensory surface. In addition, they underscore
the highly decentralized nature of error: the relevant
causes include the covers on the table, the hiding event,
the delay, the past activity of the infant and the feel of the
body of the infant.

This multicausality demands a rethinking of what is
meant by knowledge and development. Do 10-month-
old infants know something different when they make
the error compared with when they do not? The answer
is ‘yes’ if we conceptualize knowledge and knowing as
emergent, that is, made at a precise moment from
multiple components in relation to the task and to the
immediately preceding activity of the system. What do
12-month-olds know that 10-month-olds do not? There
can be no single cause, no single mechanism and no
one knowledge structure that distinguishes 10-month-
olds from 12-month-olds because there are many
causes that make the error appear and disappear.
Instead, both 10-and 12-month-olds can be regarded as
complex systems that self-organize in the task. How-
ever, just as trial dynamics are nested in task
dynamics, so are task dynamics nested in develop-
mental dynamics.

Developmental dynamics
The A-not-B error has been important to developmental
theory because it is tightly linked to a few months in
infancy. However, the neural field model suggests that the
dynamics that create the error in infants are basic
processes involved in goal-directed actions at all ages.
Indeed, by changing the task, researchers can make
perseverative errors come and go in older children and
adults, just as in infants. Recently, Spencer and colleagues

Fig. 2. (a) The time evolution of activation in the planning field on the first A trial.
The activation rises as the object is hidden and, owing to self-organizing properties
in the field, is sustained during the delay. (b) The time evolution of activation in
the planning field on the first B trial. There is heightened activation at A before the
hiding event, owing to memory for prior reaches. As the object is hidden at B, acti-
vation rises at B, but as this transient event ends, owing to the memory properties
of the field, activation at A declines and that at B rises.
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Fig. 3. An infant sitting for an A trial (left) and standing for a B trial (right). This
change in posture causes younger infants to search as 12-month-old infants do
(see text for details).

Opinion TRENDS in Cognitive Sciences Vol.7 No.8 August 2003346

http://tics.trends.com



Dynamic Field Theory of A not B
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implementing DFT on robot

Rather than “read out” peak state by 
finding the “argmax” in “disembodied 
models”, generate continuous motor 
output	


reveals problems of stabilizationThe A-not-B Task for the Robot

ego-position �

start specific cue delay turns to target

six A trials are presented: response is typically correct

ego-position �

start specific cue delay turns to target

on the B trial: perseveration or A-not-B error

ICPA–June 14, 2007 5

vehicle
colored cues





A not B robot



0 1 2 3 4 5 6
0

0.25

0.5

0.75

1

reaches to B on an trial A

p
ro

b
a
b
ili

ty

correct responces on trial B
1

 

 

infants

DFT model

robotics

1 2 3 4 5 6
0

0.25

0.5

0.75

1

trial

p
ro

b
a
b
ili

ty

First Spontaneous Errors

 

 

infants

DFT model

robotics

1 2 3 4 5
0

0.25

0.5

0.75

1

trial of first spontaneous error

p
ro

b
a
b
ili

ty

Second Spontaneous Errors

 

 

infants

DFT model

robotics

0 1 2 3 4 5
0

0.25

0.5

0.75

1

switches on the A trials
p
ro

b
a
b
ili

ty

Destributions of Switches

 

 

infants

DFT model

robotics

0 1 2 3 4 5 6
0

0.25

0.5

0.75

1

spontaneous reaches to  B

p
ro

b
a
b
ili

ty

Destributions of Error Frequencies

 

 

infants

DFT model

robotics



Robotic model shows functional value 
of “mature” dynamics

“young” robot “old” robot

target target



When we’re done you will: 

theoretical language 	

understand the concepts of the dynamical systems 
approach and some of the mathematical foundations	


understand how theory can be linked to experiment	


substance matter	

learn something about embodied cognition along the way 	


skills	

have learned to do math-type exercises, to write small 
essays, to read research publications 



An experience in interdisciplinarity

many of you have very limited 
knowledge of the subject matter... 	


... we’ll have to open a number of 
parenthesis... 	


and you have to learn to deal with only 
understanding parts of a story 


