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Abstract— Video-based driver assistance systems are a key
component for intelligent vehicles today. Applications for lane
detection, traffic sign recognition, and collision avoidance have
been successfully deployed in cars and trucks. State-of-the art
algorithms rely on machine learning and therefore depend on
invariance conditions, e.g. a fixed image perspective. In order
to apply current modules in two-wheeled vehicles one needs to
determine the roll angle, i.e. the angle between the road plane
and the slanted vehicle. It can either be used for parametrisation
of the algorithms or for rotation of the video image back to
a horizontal alignment. Using an inertial measurement unit
to acquire this data is unreasonably expensive. We propose
a video-based module that estimates the current roll angle
based on gradient orientation histograms to overcome this flaw.
Due to the visual structure of a traffic scene we are able
to derive possible roll angles from the gradient statisticsby
correlation with learnt data. Analogously, we estimate theroll
rate by correlating subsequent image statistics and stabilise
both measures within a linear Kalman filter. Experiments on
real image data from various test scenarios show high accuracy
of the proposed approach. Thus, estimating the roll angle / rate
from video only, enables us to employ established video-
based assistance modules for two-wheeled vehicles withoutany
additional hardware expense.

I. I NTRODUCTION

In the last decades, more and more technical systems were
used in mass-production vehicles in order to increase safety
for all road users and comfort for the driver. Such systems
make use of different types of sensors, e.g., mechanical, ultra
sound, or infrared. All these sensors have typical restrictions
introducing limitations for the following applications.

For current and future developments, video-based systems
are the most popular and most promising approach. Cameras
mounted on vehicles provide all information needed for
safe, comfortable, and economic driving: Human drivers rely
almost exclusively on visual information.

Based on camera data, very different applications can
be realized, e.g., detection, classification, and trackingof
relevant objects, estimation of optical flow, and stereo vision.

However, many systems and algorithms show limited
robustness against varying external conditions. Especially
when machine learning techniques are involved, methods rely
on an either constant or known scene perspective. For object
detection tasks with car-mounted systems the perspective
changes are usually small enough to be neglected. The large
interval of possible roll angles on two-wheeled vehicles
enforces alternatives:
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• Make the module invariant to rotations within the image
plane. This will require at least a retraining or even
a redesign of the module and will generally lead to a
decrease in performance.

• Try several discrete rotation angles to pre-process the
input. This will increase the runtime by a multiple and
will nevertheless be of insufficient precision.

In a multi-module system those procedures would apply to
each application.

To apply the same algorithms to a motorcycle-mounted
system one will need to compensate for the roll angle by
rotating the acquired images back to horizontal alignment.
There are approaches to estimate vehicle states by integra-
tion of several sensor responses, i.e. velocity, acceleration,
roll/pitch/yaw rate, and distance to ground plane [1], [2],
[3], [4], [5], [6]. Their set-ups include inertial measurement
units (IMU) in order to analyse vehicle dynamics or rely on
stereo vision information [7]. But applying an IMU will –
in the given scenario – cause unreasonable high costs and/or
yet not deliver accurate results on motorcycles.

We propose the approach of estimating the roll angle / rate
from gradient information of grey-value images only. Look-
ing at road scenes one can find typical compositions and
shapes that produce major gradients in the recorded images,
e.g. horizon, vehicles, housing, lane borders and markings.
Fig. 1 illustrates gradient orientations from a motorway
scene. Their orientations result in a characteristic gradient
angle histogram, which is similar for most images from a
vehicle-mounted camera.

Fig. 1. Example images of different scenes and their colour-coded
(thresholded) gradient orientations.



Learning these statistics from numerous training images
enables us to correlate the histogram of a single test image
with several translations of the learnt statistics. The transla-
tions cover the interval of reasonable roll angles. The current
estimate is the one maximising the correlation measure.

In a second step we independently estimate the roll rate,
i.e. the roll angle’s change per second, by maximising the
correlation of orientation histograms from two subsequent
images. Finally both angle and rate are fed into a linear
Kalman filter for robust integration over time. The filter is
initialised with physically reasonable dynamics and noise
covariances.

We performed experiments on real-world video data cover-
ing different scenarios. The roll angle was simulated in order
to allow for a systematic evaluation with ground-truth data.
The experimental results substantiate robustness, satisfactory
precision and real-time capability of the presented approach.

The upcoming section will introduce the types of his-
tograms all estimation is based on. In Sec. III and IV
we present the estimation process which is followed by a
filtering step in Sec. V. Finally, experimental results (VI)and
the conclusion (VII) of the proposed approach are stated.

II. ORIENTATION HISTOGRAMS

Image processing on grey-scale images is – due to miss-
ing colour information – mainly driven by the analysis of
structure. Many object recognition or scene categorisation
algorithms make use of gradients, their orientation and
energy. Examples of popular images features arehistogram
of oriented gradients (HOG) [8] andHaar-like features [9].
They are able to describe local properties for objects or parts.

Our approach uses the idea of HOG-features in a global
manner by building only a single histogram for the entire
image. Realistic roll angles for two-wheeled vehicles lie in
[−35◦, 35◦] for normal traffic situations. Thus, we cannot and
do not want to make assumptions concerning local image
properties.

Nevertheless, all road scenarios contain main characteris-
tics featuring strong gradient responses. Many objects cap-
tured from vehicle-mounted cameras are aligned with respect
to the ground plain and / or road, e.g. other vehicles, build-
ings, walls and fences. Therefore, we assume the distribution
of their orientation to code for the current roll angle of the
camera with respect to the horizon. An orientation histogram
is used to indicate that distribution – one histogram bin for
each discrete angle in[0◦, 180◦).

From the image gradientsgx andgy (cf. (2) and (3)) we
derive the orientationα. For robustness one wants to pro-
hibit small gradients to have large impact on the calculated
histogramh. There are two ways to deal with the issue:

• Only consider image positions that exceed a certain
energy threshold or

• all measured angles contribute with their corresponding
energyE (cf. (6)).
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The convolution maskf in (1) is a combination of a gradient
filter and an orthogonal smoothing filter in order to avoid
the extraction of artefacts which emerge when using smaller
filter masks.

Given this normalised histogram (cf. Fig. 2) as image
feature we are able to correlate either a test image with a
learnt histogram distribution (roll angle) or two subsequent
images (roll rate). Those approaches are exposed in the
following two sections.
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Fig. 2. A horizontally aligned input image and its corresponding orientation
histogram. Gradient orientation of90◦ correspond to horizontal edges.

III. ROLL ANGLE ESTIMATION

The approach of roll angle estimation on unseen image
data is based on learning the distribution of the discrete
training histograms. The image sequences for training and
test data were generated from a car-mounted camera. In
order to simulate possible roll angles the images were rotated
within the image plane – obtaining the ground truth angles
for the learning and evaluation phase at the same time. In
a later project stage we will be able to record data from an
experimental motor-cycle equipped with front view camera
and IMU. The temporal rolling behaviour was simulated by
a sine-wave with varying amplitudeαmax and wave-length
ω.

α(t) = αmaxsin 2πωt αmax ≤ 35◦, ω ∈

[

1

20s
,
1

2s

]

(7)

In order to handle different scene properties we used record-
ings of the following road scenarios for training and test
images:

• motorway
• country road
• urban



Details of the evaluation procedure will be documented in
Sec. VI.

Given the ground-truth angle one is able to rotate the
measured gradient vectors back to horizontal alignment
which will be the reference for training. We then learn
the histogram distribution for each bin (angle) individually
by computing meanµ and varianceσ2 over all training
examples’ histogramshn.

µ(α) =
1

N

N
∑

n=1

hn(α) (8)

σ2(α) =
1

N − 1

N
∑

n=1

(hn(α) − µ(α))2 (9)

Fig. 3 shows the learnt statistics from threecountry road
sequences where significant maxima arise around0◦ and90◦.
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Fig. 3. Learnt mean and standard deviation for each orientation histogram
bin (one degree).

For a given test image we translate its histogramhtest by
a range of reasonable roll anglesγ and determine maximal
correlation with the learnt statistics.

γestim= argmax
γ

∑

α

htest(α+ γ)− µ(α)

σ(α)
, γ ∈ [−35◦, 35◦]

(10)

This sum-of-weighted-differences (SWD) procedure assumes
the histogram bins to be independent and normally dis-
tributed which should be an appropriate approximation.

h(α) ∼ N (µ(α), σ2(α)) (11)

Alternatively, we evaluated sum-of-absolute-differences
(SAD) andnormalised cross-correlation (NCC) as similarity
measure (cf. Sec. VI).

To receive a robust estimate one should make use of
temporal integration. This will be done by a Kalman filter.
Thereby, we are able to integrate the roll rate and account
for their physical dependence.

IV. ROLL RATE ESTIMATION

As a second measure – mainly with the goal to stabilise
the angle estimate – we look at the roll rate. Being the
derivative of the roll angle the rate is measured in degrees
per second. In contrast to the angle we will estimate the
rate from the orientation histogramsht and ht−∆t of two
subsequent frames. Therefore, we now do not rely on the
learnt distributions but correlate images with mainly the same
scene content which facilitates the task.

γ′

t =
1

∆t
argmax

β

r(ht(α + β), ht−∆t(α)) (12)

where r is a similarity measure, e.g. normalised cross-
correlation:

r(f, g) =
1

αmax− 1

∑

α

(f(α) − f)(g(α) − g)

σfσg

(13)

The choice of∆t is a trade-off:

• With respect to the limited accuracy of the gradient
orientation and resolution of the histograms it is advis-
able to choose∆t large enough to encounter an angle
differenceγ 6= 0.

• On the other hand, forγ′

t to be a good estimate of the
rate at timet one should choose∆t small.

Experiments show that distances of about five video frames
(⇒ ∆t ≃ 200ms) work well.

To overcome the lack of accuracy we approximatedr in
the neighbourhood of the maximum by a quadratic function
and chose its maximum. Fig. 4 compares histograms of the
same scene with slightly different rotations.
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Fig. 4. Normalised histograms of three consecutive images with a distance
of ten frames (≃ 400ms).



V. K ALMAN FILTERING

In contrast to conventional time series filters the Kalman
filter supports an explicit separation of the system dynamics
and the process of measurement. Therefore, it is a suited tool
for many sensor fusion problems that incorporate a physical
model [10].

The process of Kalman filtering applied to the given
problem can be outlined by the following initialisation:

Estimated angle and rate define the observation vector
zt =

(

γt γ′

t

)T
, where γt ≡ γestim from (10). Both are

uncertain observations of the statext containing noise, e.g.,
due to sensor noise and the estimation procedure (histogram
resolution).

zt = Htxt + vt (14)

where Ht = I is the observation model which maps state
space to observed space (identical here).vt is the observation
noise which is modelled as zero-mean Gaussian noise with
covarianceR.

Given the internal state att−1 the filter dynamics assume
the following true statext to emerge according to

xt = Ftxt−1 + wt (15)

where the state transition modelFt describes the physical
behaviour of our system and process noisewt ∼ N (0,Q)
that is caused by accelerationat with standard deviationσa.
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1 ∆t

0 1

)

(16)
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(
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A control input is not used in our scenario.
After choosing physically reasonable noise parametersR

andσa the filter is able to produce a smooth and robust esti-
mate for the roll angle taking into account the independently
observed roll rate and their physical relationship. The fol-
lowing section will illustrate this with several experimental
results.

For future enhancement one could work with dynamic
uncertainty for each measurement. Translating the confidence
of the angle and rate estimates to noise covarianceRt in
each time step will support the filtering process. However,
the mapping from correlation results to an angle covariance
is not straight forward and needs further investigation. For
now we choose

Rt = R =

(

2 0
0 1

)

(18)

VI. EXPERIMENTS

As stated in Sec. III the experimental data was acquired
from rotated image sequences recorded from a car-mounted
camera. The ground-truth rotation angle was defined by a
sinusoidal wave

α(t) = αmaxsin 2πωt (19)

with combinations of

αmax ∈ {20◦, 25◦, 30◦, 35◦} (20)

and

ω ∈

{

1

12s
,

1

10s
,
1

8s
,
1

6s

}

. (21)

We generated 15 sequences with a length of at least one
wave up to one minute. This resulted in more than 6,000
images. The sequences are a mixture of the three different
scenarios –motorway, country road, andurban (see Fig. 5).
Moreover, images were recorded under various weather and
lighting conditions.

Fig. 5. Images of the three scene categories.

a) Training: Three of the country road sequences
were exclusively used for the training process where we
estimated the distribution of the gradient orientation by
calculating mean and standard deviation of all histogram bins
independently. The ground truth was employed to produce
the histograms with the horizontal reference alignment (see
Sec. III. Note that this procedure can be applied in the same
way for recordings from a motor-cycle.

b) Testing: The estimation was applied to the rest of the
sequences including all three scenarios. We observed the raw
estimates for the roll angle, the rate, and the filter behaviour
for both. The following plots (Fig. 6 and 7) show results
of the estimation process in comparison to the ground-truth
data.

c) Performance: In order to measure the performance
for each sequence individually the mean-squared-error of the
filtered roll angle was used. Table I states the performance
of the angle estimation grouped by scenarios and applied
correlation methods. We are able to record that no correlation
method dominates any other – however its choice does not
influence the performance significantly. A mean error of

TABLE I

MEAN SQUARED ERRORS BY ROAD SCENARIOS AND CORRELATION

METHODS (NORMALISED CROSS-CORRELATION,

SUM-OF-ABSOLUTE-DIFFERENCES, SUM-OF-WEIGHTED-DIFFERENCES).

Scenario NCC SAD SWD

Motor way 1.82 1.96 2.47

Country road 2.40 2.47 2.43

Urban 2.12 2.04 2.41

All 2.09 2.15 2.44
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(a) Raw and filtered estimates of angle (cross / green) and rate
(star / orange).
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Fig. 6. Experimental results from a country road sequence using normalised
cross-correlation.

about 2 degrees can be regarded as low and especially the
fact that only sequences fromcountry roads were used for
training documents good generalisation of our approach.

Finally the computational complexity of the applied meth-
ods is small. After the determination of gradient and orien-
tation image all further computations are based on a low
dimensional histogram which makes it easily applicable in
the context of real-time driver assistance systems where
limited hardware resources are an issue.

VII. C ONCLUSION

We proposed a new method of roll angle estimation for
two-wheeled vehicles based on video images only. Its appli-
cation is highly relevant to the progress of video-based driver
assistance systems for motor-cycles. Knowing the current
roll angle one is able to apply existing image processing
modules that were developed for cars and trucks expecting
horizontally aligned images.

Current alternatives implicate the usage of an inertial
measurement unit, stereo vision information or the fusion
of multiple sensory inputs which are very cost-intensive.
Our approach is easily implemented as a preceding real-time
image processing module that does not depend on additional
sensors.

In a first project stage we developed a realistic evalu-
ation procedure that allows for generating test sequences
and ground-truth data recorded from a car-mounted camera.
Sequences with various roll angle amplitudes from different
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(a) Raw and filtered estimates of angle (cross / green) and rate
(star / orange).
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Fig. 7. Experimental results from a motor way sequence usingsum-of-
absolute-differences.

scene types were produced in order to learn the correlation of
orientation statistics in an image and the present roll angle.

The evaluation of test sequences point out the robust
behaviour of the estimation module at a mean precision
of two degrees, which can be regarded as sufficient for
the targeted field of application. Moreover, the developed
learning module generalises very well with respect to varying
external conditions (scenario, weather, lighting) without any
parameter adjustment. The proposed procedures do not rely
on camera calibration, but merely assume a constant camera
pose with respect to the vehicle in training and test phase.

In further project stages we will apply the proposed
method to sequences captured on a motor-cycle equipped
with an IMU and extend the training procedure to all sce-
narios. In addition, we will further improve the Kalman filter
process by an online adjustment of the observation noise –
based on estimation confidences. Yet, mapping correlation
confidences to noise covariance for the Kalman update is
not straight forward.
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