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ABSTRACT 
 

Finding a vacant parking lot in urban areas is mostly time-consuming and not 
satisfying for potential visitors or customers. Efficient car-park routing systems could 
support drivers to find an unoccupied parking lot. Current systems detecting vacant 
parking lots are either very expensive due to the hardware requirement or do not 
provide a detailed occupancy map. In this paper, we propose a video-based system for 
low-cost parking space classification. A wide-angle lens camera is used in 
combination with a desktop computer. We evaluate image features and machine 
learning algorithms to determine the occupancy of parking lots. Each combination of 
feature set and classifier was trained and tested on our dataset containing 
approximately 10,000 samples. We assessed the performance of all combinations of 
feature extraction and classification methods. Our final system, incorporating 
temporal filtering, reached an accuracy of 99.8 %. 

 
INTRODUCTION 
 

In urban areas, finding a vacant parking lot in parking garages or parking lots 
is time-consuming and a tedious task for drivers. A system to detect available parking 
spaces to route drivers efficiently to proper lots is desirable. Some systems have 
reached the market or are under research promising to support the driver by locating a 
vacant parking lot. The oncoming section gives a detailed overview. A video-based 
system offers a proper alternative to deal with the classification problem. It is possible 
to combine low-cost hardware requirements with providing detailed occupancy maps 
for parking areas, which most of the current systems do not provide. As we show in 
this paper, several image processing and machine learning algorithms which can be 
employed to classify parking lots already exist. By using video-based systems several 
challenges occur especially on outdoor car-parks. Different weather and lighting 
conditions or objects occluding parking lots might influence the accuracy for the 
given task. In the implementation and the results section our experiments and the best 
performing feature combination and machine learning algorithm are shown. Finally, a 
conclusion about the developed system is given. 
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RELATED WORK 
 

Sensor-based methods. A common type of pavement embedded sensors are 
inductive loop detectors (ILDs), which are wire loops either installed at the car park 
entrance to count entering and leaving vehicles or at each parking space leading to 
expensive and disruptive maintenance work (Ristola 1992). Another type of 
embedded systems uses magnetic field sensors, that measures changes in the 
magnetic flux to detect parking vehicles (Wolff et al. 2006). These kind of sensors 
need to be employed at each parking lot which can be very costly as each sensing unit 
is usually attached with a processing unit and a transceiver (Bong et al. 2008). 
Overhead occupancy detection methods are either based on light, sound or radar 
sensor systems. The drawback of infrared sensors is their sensitivity towards 
environmental conditions such as heavy rain, dense fog and blowing snow (Idris et al. 
2009). Sound based sensors are insensitive to humidity, but large temperature 
changes and extreme air turbulence negatively affect their performance. Radar 
sensors perform well in inclement weather conditions, but sometimes need to be 
equipped with auxiliary sensors to detect stopped vehicles (Ichihashi et al. 2010). In 
general, overhead technologies are difficult to install in large outdoor car parks, 
which limits their applicability in such environments.  
 

Video-based methods. Video-based systems have gathered great attention in 
recent years (Huang and Wang 2010), since they have the potential to provide a cost 
effective solution as they allow wide area detection and regular maintenance is 
possible without disturbing the traffic flow. Moreover, they can use existing visual 
surveillance infrastructure such as security cameras to capture images and videos 
(Nallamuthu and Lokala 2008).  

True (2007) has combined car feature point detection and color histogram 
classification using the k-nearest neighbor algorithm and support vector machines to 
detect vacant parking spaces. The limitations of this work are the relatively low 
detection accuracy (94%). Ichihashi et al. (2012) have improved the detection 
performance using fuzzy c-means (FCM) clustering and hyperparameter tuning by 
particle swarm optimization (PSO). Their system has reached a detection rate of  
99.6% for outdoor environments. However, they have not reported on the method’s 
performance in terms of real-time applicability. Tsai et al. (2007) have presented a 
general approach to the detection of vehicles on highways, road intersections, and 
parking lots under different weather conditions and vehicle orientations. In this 
approach, a cascaded multichannel classifier based on corner features, edge features 
and wavelet coefficients was trained to verify the vehicle detection. However, the 
system is solely based on static images and has reached an average accuracy of 
merely 94.9%.  

Other methods take advantage of the homogeneous appearance of vacant 
parking spaces. For example, Yamada and Mizuno (2001) have proposed a 
homogeneity measure by calculating the area of fragmental segments. Although their 
system has reached a detection rate of 98.7% with real-time performance, shadows 
and occlusions caused by adjacent cars are ignored. To reduce perspective effects, 
Lopez-Sastre et al. (2007) have suggested applying a Garbor filter bank on rectified 
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images to derive the homogeneity feature for vacant lot detection. Their method has 
reached an overall classification rate of 99.7%, but it might fail in cases of strong 
shadows and over-exposure effects which violate homogeneity assumption. Wu et al. 
(2007) have presented a multi-class SVM to classify the state of three neighboring 
spaces as a unit. The reported performance is an error rate of 2.6% with real-time 
capability. 

Huang and Wang (2010) have presented a Bayesian detection framework that 
takes into account both a ground plane model and a vehicle model to represent 
environmental changes. Although high accuracy of 99.4% has been reported, their 
system does not reach real-time performance. Recently, Kabak and Turgut (2010) and 
Seo and Urmson (2009) have presented methods to detect vacant parking spaces 
using aerial images. However, real-time applicability has not been in the focus due to 
the latency in image acquisition. A different approach is to use two cameras. For 
example, Jung et al. (2005) presented a method based on pixel structure classification 
and feature-based stereo matching to extract 3D information in real time. However, 
this approach requires sufficient overlapping of the two camera views, which prevents 
it from being practical on large car parks. 

 
METHODOLOGY 

 
In this section the methodology of the classification system as proposed in this 

paper is described. Figure 1 shows an overview of the involved modules. 

Intrinsic Calibration As a first step, one has to develop an intrinsic 
calibration for the camera. Due to the wide-angle lens of the camera we used in our 
experiments, the images are radially distorted. To get undistorted images, we used the 
radial distortion model (Weng et al. 1992). 

 
Preprocessing In order to get exact information of the observed lots one has 

to provide a transformation from camera-image to the world-frame. Therefore, a 
direct linear transformation (Abdel-Aziz and Karara 1971) is employed which 
calculates the required transformation matrix. One has to provide at least four world 
coordinates and their corresponding points in the image manually. 

As a next step, the parking lots to be observed have to be marked in the video 
image manually. It is sufficient to mark the four edges of each lot. These labeled 
regions of interests (ROIs) are extracted from the image and then rectified to fit a 
common size. This is a requirement of the classification. Figure 2(a) shows examples 
of such rectified ROIs. 

 

Figure 1. Overview about the different modules used for classification. 
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Feature Extraction We implemented several image features to test their 
ability to describe vacant and occupied parking lots. We concentrate on four different 
features, namely color histograms, gradient histograms, difference-of-Gaussian (doG) 
histograms and finally Haar features and tested them separately and in combination. 

 
 
 
 
 

Color histograms provide detailed information about the distribution of colors 
in certain images. Therefore we developed an extractor, which is able to create multi-
dimensional histograms with different resolutions per channel. We denote (4, 3, 2) as 
the number of bits for each channel. Figure 2(b) shows an example of the three most 
popular color spaces (RGB, HSV and YUV). These color spaces are combined with 
three different edge detection algorithms.  

We used a Prewitt operator (Prewitt 1970) that extract edge information in an 
image and compute a histogram of their distribution (angle histogram). It is possible 
to define the resolution of these angles by parameter α and defining to use the whole 
(360) or the semicircle (180) by setting γ to 0 or 1.  

The doG method is an alternative filter detecting edges. To extract edge 
information from a camera image, at first a highly smoothed image (with Gauss-filter) 
is generated. This image is then subtracted from the original. The histogram 
represents the distribution of the gray scale values of the resulting image. Figure 3(a) 
shows thresholded example of doG images.  

Haar features (Viola and Jones 2001) are also useful edge-filters which are 
calculated efficiently with the help of integral images. Haar features can code 
different orientations of edges. Vertical edges can be coded with features like the first 
and third whereas the second and fourth detect horizontal edges (Fig. 3(b)). 

 
 

 

Classification The system has to perform a binary classification 
(occupied/vacant). Therefor we tested three different learning algorithms such as k-
nearest neighbor (k-NN), linear discriminant analysis (LDA) (Hastie and Tibshirani 
2001) and support vector machine (SVM) (Vapnik 2008).  

In order to further improve the classification results we implemented a 
temporal integration via exponential smoothing. The term 𝑓(𝑡)  shows the filters 
equation where 𝛼 represents the learning rate and 𝑌𝑡  represents the particular class 
label assigned in time step 𝑡 for each parking lot. If 𝛼 = 1, no new classification will 
affect the older for a specific parking space. In opposite, 𝛼 = 0 means no influence of 
older results. 

𝑓(𝑡) =  𝛼 ∗  𝑌𝑡−1 + (1 − 𝛼) ∗  𝑌𝑡     

Figure 2(a). Rectified ROIs. (b) Example of RGB, HSV and YUV color spaces. 
 

 

Figure 3. (a) DoG images. (b) Example of Haar features 
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We build a dataset of approximately 10,000 samples in order to get significant 
results. To avoid overfitting in the experiments we divided this dataset into two 
disjoint sets for training and testing. 

 
IMPLEMENTATION AND RESULTS 

 
In this section the implementation of the whole system is explained. Therefore, 

an overview of the system and the setup is given. The result of each feature 
combination and machine learning algorithm are shown afterwards.  

 
Hardware and environmental Setup The software runs on a standard 

desktop PC. In order to cover a possibly large amount of parking spaces, a of-the-
shelf wide-angle lens camera is used for recording. It is positioned in the back of the 
parking lots with a slight top view (see Fig. 4). In our configuration this leads to a 
monitored area of 15 parking lots per camera. This keeps the costs rather low. 

The implemented modules are lined up in a feed-forward pipeline such that 
the output of a preceding module acts as input of the succeeding. The implemented 
visualization is shown in Fig. 4. 

 
 
 
 

In the following sections, the results of each feature combination are presented. 
We tested each of the before mentioned classification algorithms with each feature 
combination. The following tables 1 - 7 show the results (test error) in percent on 
single images without temporal filtering. The minimal test error is highlighted. 

 
Angle Histogram We denote 𝛼  as the resolution of the edge direction (1 

means every full degree, 36 means every 10th degree is used) and γ = 1 if using a 
semicircle as edge direction and γ = 0 if using the full 360° direction. 

We employed k-NN with k = 5 and 50 prototypes per class (Tab. 1). The LDA 
was regularized with  σ² ∈ [10−6, 1] (Tab. 2). The SVM was parameterized during 
training by setting 𝛾 ∈ [0.2, 1] and 𝐶 ∈ [102, 104] using a radial basis function as 
kernel (Tab. 3). 

 
Table 1. Results for angle histogram features in percent for k-NN  

 RGB 
(2,2,2) 

RGB 
(3,3,3) 

HSV 
(4,0,0) 

HSV 
(3,3,0) 

HSV 
(4,4,0) 

HSV 
(3,3,2) 

HSV 
(0,3,3) 

YUV 
(2,2,2) 

YUV 
(3,1,1) 

YUV 
0,4,4 

α = 1, γ = 0 3.38 3.33 3.65 2.40 2.58 3.53 4.07 3.18 4.10 5.38 
α = 2, γ = 0 3.53 3.77 3.74 2.38 2.47 3.36 3.56 3.45 3.92 5.35 

α = 18, γ = 0 3.17 3.59 3.42 3.03 3.15 3.00 4.04 3.86 4.60 5.70 
α = 1, γ = 1 4.27 4.51 3.96 3.00 3.39 3.80 3.95 4.07 6.68 6.39 

α = 2,  γ  = 1 4.48 4.51 4.99 3.42 3.15 4.07 4.93 4.87 4.16 4.43 
α = 18, γ = 1 4.31 4.90 4.72 4.01 4.78 4.31 5.26 4.48 5.67 6.39 

 
 

Figure 4. Camera image and corresponding visualization. 
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Table 2. Results for angle histogram features in percent for LDA  
 RGB 

(2,2,2) 
RGB 

(3,3,3) 
HSV 

(4,0,0) 
HSV 

(3,3,0) 
HSV 

(4,4,0) 
HSV 

(3,3,2) 
HSV 

(0,3,3) 
YUV 

(2,2,2) 
YUV 

(3,1,1) 
YUV 
0,4,4 

α = 1, γ = 0 7.63 5.20 8.46 6.33 5.02 5.85 8.52 8.26 6.95 11.82 
α = 2, γ = 0 7.22 6.95 9.39 7.16 4.90 6.71 7.87 6.80 6.03 12.15 

α = 18, γ = 0 5.20 3.77 6.50 4.69 4.34 5.44 4.46 4.81 5.14 9.27 
α = 1, γ = 1 6.59 4.93 11.73 6.71 4.48 4.43 7.31 6.65 6.77 10.04 

α = 2,  γ  = 1 5.73 5.32 8.67 6.42 4.31 4.28 6.21 6.21 6.06 9.27 
α = 18, γ = 1 5.17 4.37 5.76 3.95 3.95 4.81 5.11 4.90 4.34 7.72 

 
Table 3. Results for angle histogram features in percent for SVM  

 RGB 
(2,2,2) 

RGB 
(3,3,3) 

HSV 
(4,0,0) 

HSV 
(3,3,0) 

HSV 
(4,4,0) 

HSV 
(3,3,2) 

HSV 
(0,3,3) 

YUV 
(2,2,2) 

YUV 
(3,1,1) 

YUV 
0,4,4 

α = 1, γ = 0 2.29 2.49 2.73 1.93 1.75 2.47 2.72 2.35 2.29 3.50 
α = 2, γ = 0 2.94 2.79 3.18 2.47 1.84 2.14 3.03 3.18 2.88 3.39 

α = 18, γ = 0 3.83 3.03 6.24 3.09 2.94 3.18 3.50 4.48 4.78 5.97 
α = 1, γ = 1 3.24 2.41 2.64 2.14 1.93 2.44 2.97 2.85 3.30 3.03 

α = 2,  γ  = 1 3.00 3.15 2.49 2.20 2.29 2.73 2.85 3.21 3.21 3.53 
α = 18, γ = 1 4.07 2.76 3.89 2.38 2.29 2.55 3.65 3.83 4.43 5.88 

 
DoG Histogram We used four different filter sizes. The classification 

algorithm is parameterized the same as in angle histograms because feature vectors 
have similar size. Table 4 – 6 show the results for each used classification algorithm. 
 
Table 4. Results for doG histogram features in percent for k-NN  

 RGB 
(2,2,2) 

RGB 
(3,3,3) 

HSV 
(4,0,0) 

HSV 
(3,3,0) 

HSV 
(4,4,0) 

HSV 
(3,3,2) 

HSV 
(0,3,3) 

YUV 
(2,2,2) 

YUV 
(3,1,1) 

YUV 
0,4,4 

3 x 3 3.83 2.76 2.88 3.42 3.03 2.20 3.92 3.09 3.80 5.58 
5 x 5 3.39 2.70 2.64 3.47 3.15 2.44 3.50 2.91 3.53 4.96 
7 x 7 3.45 2.23 2.23 3.09 2.14 3.06 3.86 2.52 3.62 4.31 
9 x 9 3.56 2.35 2.70 3.09 2.14 2.64 3.68 2.55 3.65 4.51 

 
Table 5. Results for doG histogram features in percent for LDA  

 RGB 
(2,2,2) 

RGB 
(3,3,3) 

HSV 
(4,0,0) 

HSV 
(3,3,0) 

HSV 
(4,4,0) 

HSV 
(3,3,2) 

HSV 
(0,3,3) 

YUV 
(2,2,2) 

YUV 
(3,1,1) 

YUV 
0,4,4 

3 x 3 5.20 4.66 4.99 4.13 3.03 3.80 5.05 4.46 4.96 8.08 
5 x 5 5.38 5.73 4.81 3.83 3.18 4.16 5.20 4.66 4.63 7.34 
7 x 7 5.29 5.23 3.98 4.48 4.04 4.34 4.25 4.87 4.63 8.32 
9 x 9 4.84 6.27 4.13 4.96 3.83 4.60 5.49 4.01 5.20 9.21 

 
Table 6. Results for doG histogram features in percent for SVM  

 RGB 
(2,2,2) 

RGB 
(3,3,3) 

HSV 
(4,0,0) 

HSV 
(3,3,0) 

HSV 
(4,4,0) 

HSV 
(3,3,2) 

HSV 
(0,3,3) 

YUV 
(2,2,2) 

YUV 
(3,1,1) 

YUV 
0,4,4 

3 x 3 3.18 2.55 3.09 3.12 2.47 3.53 3.30 2.97 3.74 4.75 
5 x 5 3.06 2.61 1.99 1.96 1.69 2.67 3.15 2.49 3.06 3.56 
7 x 7 2.82 2.73 2.32 1.96 1.96 3.39 3.33 2.26 3.00 4.10 
9 x 9 3.03 2.64 1.72 2.82 2.02 3.24 3.33 2.94 3.00 4.40 

 
Haar Features This section shows the results of Haar features (Fig. 5) 

combined with color histograms in Table 7. For parameterizing the SVM, we used 
different parameters. We set 𝛾 ∈ [0.0003, 0.0015] and 𝐶 ∈ [0.01,1]. 
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Table 7. Results for Haar features in percent 
 RGB 

(2,2,2) 
RGB 

(3,3,3) 
HSV 

(4,0,0) 
HSV 

(3,3,0) 
HSV 

(4,4,0) 
HSV 

(3,3,2) 
HSV 

(0,3,3) 
YUV 

(2,2,2) 
YUV 

(3,1,1) 
YUV 
0,4,4 

k-NN 15.74 11.73 12.83 13.15 10.13 12.80 14.41 17.02 14.91 18.15 
LDA 7.13 6.86 7.01 5.73 4.25 5.49 7.81 6.59 6.36 12.00 
SVM 5.05 4.69 4.60 4.93 2.85 3.74 5.17 4.19 4.40 8.91 

 
It is noteworthy that all of the feature combinations perform best either on 

HSV(3,3,0) or HSV(4,4,0) color histogram. In preliminary experiments these two 
color histograms reached the highest accuracy. 
 

Temporal Filtering We employed temporal filtering on whole video 
sequences in order to improve the results. Varying 𝛼 ∈ [0.7, 0.8] and choosing a 
threshold above 0.8 considering f(t), we achieved classification results of 99.8%.  
 
CONCLUSION 
 

In this paper we developed a promising video-based system for vacant parking 
space classification using image features and machine learning algorithms. We 
compared four different image features (color, angle, doG histograms and Haar 
features) and three different classification algorithms (k-NN, LDA, SVM) and 
showed their performance combining color histograms with one of the others.  

The final system relies on color and difference of Gaussian histograms, an 
SVM classifier and exponential smoothing for temporal filtering. This system reached 
an accuracy of 99.8% and achieved real-time speed. 

It is imaginable to use this system in parking garages even though it was only 
tested on outside parking lots. Because of less space, more cameras are needed to 
cover a large range of lots. Furthermore the lighting conditions have to be examined 
and adjusted to get sufficient results. Improvements can be achieved by minimizing 
the influence of adjacent cars parking left and right from the labeled area. Concerning 
other car parks or parking garages further experiments should be conducted adapting 
the system to different lighting conditions.  
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