Hybridizing Genetic Algorithm with Cross Entropy for Solving Continuous Functions
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ABSTRACT

In this paper, a metaheuristic that combines a Genetic Algorithm and a Cross Entropy Algorithm is presented. The aim of this work is to achieve a synergy between the capabilities of the algorithms using different population sizes in order to obtain the closest value to the optimal of the function. The proposal is applied to 12 benchmark functions with different characteristics, using different configurations.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control Methods, and Search—Heuristic Methods
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1. INTRODUCTION

In the last decades, different promising algorithms have been developed in order to give a solution to complex optimization problems. Some of the most used techniques, called metaheuristics, have been inspired in the behaviour of natural phenomena [4].

In this paper, a technique that combines a Genetic Algorithm (GA) with a Cross Entropy (CE) method is presented. These techniques by its own have been promising for resolving many optimization problems [1]. The aim is to find a synergy between the strenghts of both algorithms in order to reach to a suitable solution for 12 benchmark functions with different characteristics. The functions used are shown in Table 2. Formulas, characteristics and explanations about the functions are collected in the Black-Box Optimization Benchmarking (BBOB) (http://coco.gforge.inria.fr).

The method, called GACE, works with two sub-populations (GA pop and CE pop). In each one, a GA and a CE is applied, respectively. After that, both sub-populations are joined and replace completely the actual population.

2. EXPERIMENTAL SETUP

In order to find the best configuration, different population sizes for GA pop and CE pop are tested and compared. For each function, 15 instances have been considered. Each instance has a different optimum value. This is to avoid algorithms whose final solution is a specified value and, in that way, take better values than others. The value dim, which represents the dimension of the function, can take values of 5 and 20 (dim = {5, 20}) for each one of the functions presented before.

The methods, called GACE, works with two sub-populations (GA pop and CE pop). In each one, a GA and a CE is applied, respectively. After that, both sub-populations are joined and replace completely the actual population.
population sizes, \( GA_{size} - CE_{size} \). The maximum number of evaluations used as stopping criterion is established at 25000.

For the developed GA, BLX-\( \alpha \) and Gaussian mutation are adopted as crossover and mutation operators, respectively. The probability of crossover has been set to 0.85 and mutation probability has been established in 0.1. In the case of CE, Learning\(_{rate} = 0.7\) is used in order to update \( x \) and \( \sigma \) values.

Three of the participants in BBOB 2013 have been selected for comparison: Hill-climbing [2], CMA-ES [3] and PRCGA [5].

### 3. RESULTS

Table 1 shows the results obtained for dimension 5 and 20. The last row indicates the averaged position obtained by the technique.

For dimension 5, GACE obtains closest values to the optimum, in 9 of 12 functions. In \( F_6 \), GACE obtains the same results that Hill-climbing and CMA-ES. In the rest of cases, GACE with \( GA_{size} = \{5, 15\} \) obtains the best results in 5 of 9 cases and \( GACE_{E5-5} \) in 1 of 9 cases left. PRCGA, GA and CE obtain the best result in 1 of 12 cases. The method that has been chosen more times is \( GACE_{E5-45} \).

In the case of dimension 20, GACE obtains the best result in 9 of 12 cases too. In this dimension, \( GACE_{E5-45} \) continues obtaining the optimum in \( F_1 \) function. In the three previous cases in which GACE does not get the best value, in 2 of these 3 cases, GACE is the best one. However, in \( F_3 \) and \( F_7 \), CMA-ES occupies its place as the best method. For this dimension, \( GACE_{E5-45} \) obtains the best ranking.

### 4. CONCLUSIONS

In this paper, a hybrid method that combines a GA and a CE for continuous optimization benchmark functions has been presented. The aim of this hybridization is to obtain a synergy between the exploration and the exploitation ability of the methods in order to get values as close as possible to the optimum value of the function.

In future works, other crossovers and mutation operators can be used in order to obtain better results in GA part. Also, applying GACE to other problems and comparison with other methods in the literature will be done.

### Acknowledgments

Authors thank the EU Intelligent Cooperative Sensing for Improved Traffic Efficiency project (FP7-ICT-2011-8).

### REFERENCES


